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PREDICTION OF HYDRAULIC RESISTANCE COEFFICIENT USING
AN ENSEMBLE NEURAL NETWORK ALGORITHM

Abstract. This study presents the development and testing of a computational
algorithm based on ensemble learning of artificial neural networks for predicting
the empirical hydraulic resistance coefficient known as the Chézy roughness
coefficient in open channels. The input data for the model include hydrological and
hydro-morphological characteristics of the channel: average flow width and depth,
hydraulic radius, discharge or flow velocity, water surface slope, bed roughness,
and other parameters influencing flow resistance. The target variable is the Chézy
coefficient, which must be determined with high accuracy. Ensemble learning
methods are based on the principle of combining the predictions of several
individual models to obtain a more reliable and accurate result.

This study introduces an ensemble approach using artificial neural networks for
estimating the Chézy roughness coefficient. It expands upon previous research
focused on empirical estimation of the Chézy coefficient through neural networks,
which involved the review of existing computational methods, refinement of input
parameters, and the design of a base model with enhanced architectural complexity.
The ensemble was implemented, trained, and evaluated using Python programming
tools.

A general ensemble model consisting of three homogeneous fully connected neural
networks is proposed. An algorithm for distributing data among ensemble models is
proposed. Training subsets for each neural network in the ensemble are formed
using the Bagging method (Bootstrap Aggregating). A training algorithm for the
ensemble is developed, where each neural network is trained in parallel on its
bootstrap sample using the backpropagation method. A forecasting algorithm using
the trained ensemble is also proposed. Prediction of the empirical Chezy coefficient
for new, unseen data is performed by aggregating forecasts from all neural
networks, incorporating an inverse problem approach. The implementation of
training and prediction algorithms is presented in Python.

For testing the proposed computational algorithm, field hydrological and hydro-
morphological data from specific sections of the mountain rivers Tysa, Teresva,
Latorytsia, Opir, Rika, and Chornyi Cheremosh were used. The testing procedure
involved comparing observed and predicted flow discharges. Performance metrics
such as absolute error and Nash—Sutcliffe efficiency coefficient were used to assess
model effectiveness. The proposed ensemble model demonstrated higher accuracy
and greater prediction stability compared to individual neural networks, confirming
a typical advantage of the Bagging method.

Keywords: ensemble learning, artificial neural networks, bagging method,
prediction, the Chézy roughness coefficient, Python.
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S1. Xonnesuu', B. KopOyTsk?

TuctuTyT TenekomyHikauiii i rioGansHoro iHpopmaniiinoro npocropy HAH Ykpainw,
M. KuiB, Vkpaina

’HarioHanbHUH YHIBEPCHTET BOJHOTO TOCHOAAPCTBA Ta IPUPOJOKOPHCTYBaHHA, M. PiBHe,
VYkpaina

MNPOTI'HO3YBAHHSA KOE®IHIEHTA I'TAPABJIIYHOI'O OITIOPY 3A
JTOIOMOTI' OO AITOPUTMY AHCAMBJIEBOI HEMPOHHOI MEPEXKI

Anomayin. YV yvomy 00CHONCEHHI NpPeOCmasieH0 pO3POOKY mMa MeCmy6aHHs.
0064UCTIOBATIBHO20 ANIROPUMMY, 3ACHOBAHO20 HA AHCAMONIEBOMY HABYAHHI WMYYHUX
HEUPOHHUX Mepedic, 015l NPOSHO3VEAHH eMRIPUYHO20 KoepiyicHma 2i0pasiiuHoco
onopy y GiOKpUmux pyciax piuok, 8i0omozo Ak Koegiyienm wopcmxocmi Llle3i.
Bxionumu  danumu  Ona  moodeni €  2idponociuni  ma  2iopomopgonoziuni
XapaxmepucmuKy pycia: cepeoHi WupuHa ma eiubuHa nomoxy, 2iopasniunuii paoiyc,
sumpama 800u abo weUOKiCms NOMOKY, VXUl NOBEPXHI 800U, WOPCMKICMb OHA MA
iHWi napamempu, wo enaueaoms Ha onip nomoxy. Linbo6or 3minHoW € Koeiyicum
Llesi, axuii nompiobHo eusHauumu 3 6UCOKOI mounicmio. AHcambnesi memoou
HABYAHHA  IPYHMYIOMbCS HA  NPUHYUni 00 '€OHAHHA  NPOCHO3I8  OEKiNbKOX
iHOUBIOyaANbHUX MOOeell 0Nl OMPUMANHA OLIbW HAOIUHO2O T MOYHO20 pe3yabmamy
obuucneHy.
Lle Oocnioocennss nponowye ancambiesuil nioxio ma poUUPIOE NONEPEOHI
00CniOdNCeH s, 30cepeddiceni Ha emnipuunii  oyinyi xoegiyienma Ileszi 3a
00NOMO20I0 HEUPOHHUX Mepexc, AKI BKIOUANU 02180 iCHYIOUUX 0OYUCTIOBATIbHUX
Memooi8, YmMouHeHHs: HeOOXIOHUX Habopie OaHux, po3podKy 6a3060i moleni 3
8DAXYBAHHAM YVCKIAOHEHHs apXimeKkmypu HeupouHoi mepedici. s nobyoosu,
HABYAHHS | MeCMY8AHHs AHCAMOIIIO HeUPOHHUX MEPEdC BUKOPUCAHI IHCIMPYMeHmU
npoepamyeants Python.
3anpononosano 3azanrbHy MmoOenb aHCAmMOMO, WO CKIAOAEMbCA 3  MPbOX
OOHODIOHUX NOBHO-36'A3HUX HEUPOHHUX Mepedc. 3anponoHOB8AHO AN2OPUMM
PO3N0OITY OAHUX MidIC MOOeNAMU aHcamOio. DOpMmySaHHs HABUATLHUX GUOIDOK OISl
KOJICHOT HeUPOHHOT Mepedici aHcamoaro 30ilCHIOEMbCS HA OCHO8T Memody bezeiney
(Bagging). 3anpononogano ancopumm HAGUAHHA AHCAMONIO HEUPOHHUX MepediC.
Kooicna Hnetiponna mepexca 6 amcambii HABYAEMbCA NAPANENLHO HA CBOIll
bootstrap-eubipyi 3a 00nomo2oww Memooy 380pPOMHO20 NOWUPEHHS NOXUOKU.
3anpononosano ancopumm nPOSHO3YBAHHA 34 OONOMOSOK) HABYEHO20 AHCAMOIIO
mooenetl. Ilpocnosyeanns emnipuunoco koeiyiecuma Llle3i ons Ho8ux, HegIdOMUX
O0aHux 30iUCHIOEMbCA WIISIXOM A2Pe2y8aHHs NPOSHO3I6 810 YCix MoOenell HeUPOHHUX
Mepedic Ha OCHOGI eupiuieHHsi 3860pomHoi 3adaui. I[lpedcmaegneno peanizayiro
aneopummie HagyauHs ma NPocHo3yeants 6 Python.
s anpobayii 3anponoOHOBAHO20 00UUCTIIOBATILHOCO aneopummy
BUKOPUCTNOBYIOMBCSL  NOAbOGI  2I0PON0ciuHl ma  2iOpomMopponociuni Oawi, wo
cmocylomucs okpemux 0iianok cipcokux pivox Tuca, Tepecea, Jlamopuys, Onip,
Pixa, Yopuuii Yepemowt. Ilpoyedypa mecmyganus ancamonio HeupoOHHUX MEPEIC
noasi2ana y NOPIGHAHHI CNOCMEPENCYBAHUX | NPOSHO308AHUX SUMpPAm 8oou. J{na
KITbKICHOI  oyinku egexmuenocmi mooeni BUKOPUCMAHI MaKi Mempuku, K
abcomomua noxubka ma Koeiyicum Hewa-Camxnippa. Iloxazano, wo
3anpONOHOBAHA  aHcamble8a MOOelb OeMOHCMPYE Kpawyy MOYHICMb ma
CcmMaobinbHICMb NPOSHO3I8 NOPIGHAHO 3 THOUBLOYATbHUMU HEUPOHHUMU Mepercami,
wWo € Munosor nepesazor memooy bezziney (Bagging).
Knrouosi cnosa: ancambnese Haguarnms, wimyyHi HeUpOHHI Mepedic, Memoo bezeine,
npocHo3yeanus, koegiyicum wopcmrkocmi Lllesi, Python.
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1. Betyn

Posrnsimaerbess  3amaya  3acTOCyBaHHsS —aHCAaMOJIEBOTO  HABYaHHS — INTYYHHX
HeriponHnx wmepexx (IIHM) anms mporHo3yBaHHA eMIIpUYHOTO KoedimieHTa
TiApaBIIYHOTO OMOpYy Ui BIAKPUTHX pycen, a came KoedimieaTta Illesi, sxuit
BBaYKa€ThCSI YHIBEPCATBHUM €MITIPUYHUM ITapaMeTpOM B piuKoBid Tigpasmimi [1].

Inentndikamis xoedimieHTIB TiAPaBIIYHOTO OMOPY, TaKUX SK KOe(IlieHT
mopcrkocti [le3i Ta koedimienT mopcetkocti ['okitepa-MenHIHTa, € HaA3BHYAHHO
BOXJIUBUM 3aBAaHHSIM JUII MaTeMaTHYHOTO MOJENIOBAHHS PIBHOMIPHOTO Ta
HEPIBHOMIPHOTO TOTOKY BOJAM Y BIKPUTHX pyciax pidoK Ta KaHaliB, 30KpeMa,
MOJIETIIOBAaHHS PYCJOBHX IIPOIECiB, MOJETIOBAaHHS pIiBHIB BOJW B pidKax,
00YHCIIEHHs MIBUIKOCTI BOJHOIO MOTOKY Ta HOTO MPOIMYCKHOI 3AaTHOCTI TOIIO.
[Ipote xoedimient Ille3i mo3Boiysiec KOHTpOMIOBATH OiNbIICTh (akTopiB 1
MapaMmeTpiB, 0 BH3HAYAIOTH TiApaBmigyHUM omip. Tomy 1e#t koedimieHT Bimirpae
KJIIOYOBY POJIb Y TIAPaBIiYHUX PO3paxyHKax, JO3BOJISIIOYA TOYHO MOJIEJIIOBATH PyX
BOJAM B piuKax, KaHajaX Ta IHIIMX BIIKPUTHUX BOJOTOKAaX Ha OCHOBI OIHO- Ta
JBOBUMIpHOI MaTeMaTWyHUX Mojened rigpoamHamiku [1-4].  AnmexBatHe
nporHo3yBaHHS koedimieHTa Ille3i € KpPUTHYHO BAXKIMBUM JUIS 0araThox
IH)KCHEPHUX Ta EKOJIOTIYHHUX 3aBJaHb B Taly31 BOJHOIO TOCIOJaPCTBA, BKIFOUAI0YH
MOJICJIIOBaHHsI TABOJKOBHX IOTOKIB, OIIHKY PH3HKIB IMOBEHEH, MPOTHO3YBaHHS
mpopuBy AaM0 [5-8], IpoTHO3yBaHHS 3arallbHOI Ta JIOKAJIBHOI epo3ii pycia piukwy,
TPaHCIIOPTYBaHHS Ta OCa/PKCHHSA HaHOCIB [9-13], MojentoBaHHS TpPAHCIOPTY
3a0pynHIOIYMX pedoBUH [14], TigpaBiiuHe MOJETIOBAHHS JIsi TPOEKTYBaHHS
iH(hpacTpyKTypu B MeXax piuykoBoro cepemoswmia [13], aHami3 SKOCTI BOIM,
YIPaBIiHHS PIYKOBUMH €KOCHCTEMaMH Ta POOOTH 3 BiHOBIEHHA pidok [15-17]
tomo. HeTouHicTh y BU3HAUEHHI HBOT0 KOedillieHTa TifpaBIidYHOTO OMOPY MOXKE
MPU3BECTH JI0 3HAYHUX MOXHUOOK Yy TiJIPaBIIUYHUX MOJENSX, 10, CBOEI0 YEproro,
MOXK€ MaTH CepHO3HI HACHIAKM 1 3arpo3u [uis Oe3neku Ta eeKTHBHOCTI
iH(ppacTPYKTypH 1 BOIHUX cUcTeM [5, 13].

[IporHo3yBaHHsl CKJIQJHMX HEIIHIMHMX MPOIECIB, SKUMH € TiIpOJMHAMIYHI
SIBUIIA, CHOHYKA€ /0 3aCTOCYBaHHS CYYacCHHMX METO/IB MAIIMHHOTO HaBYaHHS.
AHcaMO5leBi METOAM BBAXAIOTHCSA MOTYKHUM 1HCTPYMEHTOM Yy MAaIIHMHHOMY
HaBYaHHI, OCKUIbKU JIO3BOJISIOTH 3HU3UTH JAMCIIEPCIIO Ta 3MIIIEHHS MPOTHO3IB, 1110
4acTO MPU3BOJIUTH JO BHINOI y3araJbHIOYO] 3JaTHOCTI MOPIBHSHO 3 OKPEMUMH
moxensmu [18-21]. Sk Bimomo, aHcamOieBi MeTOAM HaBUAHHS TPYHTYIOTHCS Ha
MPUHIUIIT 00’ €ITHAHHS TMPOTHO3IB JACKUIbKOX IHIUBIAyalbHUX MOJCIEH s
OTpPHMAaHHs OUIBII HAIIWHOTO 1 TOYHOTO Pe3yNIbTaTy 00UHCcIeHb. B sikocTi Mozaenei
cUCTEeMH aHcaMOJII0 3a3BHYail 3aCTOCOBYIOTHCS JIepeBa PillieHb, MAIIMHNA ONOPHUX
BEKTOpIB, HEUPOHHI Mepexi, perpeciitii Mojeni Tomro [22-25].

AHCaMOJleBi METOZM ITUPOKO 3aCTOCOBYIOThCS B PI3HUX cdepax 3aBIsKU iX
BHUCOKI/ TOYHOCTI, CTIHKOCTI JI0 TIepEeHaBYaHHS Ta 3/1aTHOCTI y3araJlbHIOBAaTH JIaHi.
OcHoBHI cepu ix 3acTocyBaHHS BKIItOUaroTh [19, 21, 26]: 06poOka 300paxeHp Ta
BiJIeO, pO3Mi3HaBaHHS MOBHU, (iHAHCOBE MPOTHO3YBAHHS, MEIMYHA JIIarHOCTHKA,
MPOTHO3YBAaHHS B METEOpOJIOrii Ta KIIMAaToNorii, MOJENIOBAaHHS CKJIAAHUX
¢iznyHMX 1 XIMIYHMX TpOLECiB, aHali3 JaHUX 1 TPOrHO3YBaHHSI B
reoiHQOpMAIifHUX cHUCTeMaX, Yy MAapKETHHIOBUX Ta EJIEKTPOHHUX KOMEPIIHNX
cucremax, Ta iH. Takox aHcamOyeBi Meroaud HaOyBalOTh Jedani OiIbIIOro
MOLIMPEHHS Y TiAPOTEXHIlll Ta YIIpaBIiHHI BOJHUMH PecypcaMu, 30KpemMa, Bizomi ix
3aCTOCYBAHHS Ul NPOTHO3YBaHHS CTOKY Ta PiBHIB BOIU B piuKax, MOJENIOBaHHA
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PO3MOIiTY Ta TPAHCIIOPTY 3a0PYAHIOIOYMX PEUOBUH Y BOAHHUX 00’ €KTaX, BUIBICHHS
Ta MPOTHO3YBaHHS MaBOJKOBHUX PU3HUKiB, 3aTIOBHEHHS MPOTAIMH Yy TiAPOIOTIYHHX
naHuX (IHTepHoALis a00 PEKOHCTPYKIis BiACYTHIX BUMIpPIOBaHb BUTPATH a00 PiBHS
BomM) [27-29].

Orsin MeToIiB aHCcaMOJIeBOTO HaBYaHHS BHKIameHO B [18-23, 25]. 3okpema, B
TakuX poOOTaxX PO3MIAAAIOTHCS HACTYIMHI BaXKIMBI MHUTAHHA: 3arajibHa CTPYKTypa
aHcamOJIr0 Mozienielt, cTparerii mooyAoBr aHCAMOIIO MOJIETIEH, CTpaTeTii po3moAiTy
JaHUX MDK MOJENSIMH aHcaMOJi0, METOAM aHcaMmOIeBOr0 HaBYaHHS, a TAKOX
METOJAHM arperyBaHHsl (37HUTTs) IPOTHO31B MOJieNieii aHcaMOJTIo.

[IponioHyeTbCca U MIATPUMKH MAaTEeMAaTHYHOTO MOJENIOBAHHS PIYKOBHX
MIOTOKIB 3aCTOCYBAaTH aHCaMONb MTYYHHX HEHPOHHUX MEpEeX UIA OOYMCIICHHS
koedimienTa 1mopcrkocti Ille3i. Takuiéi migXix € MPOJOBKEHHSIM HAIIAX
JIOCTIIDKEHb, Ki mpeacTaBieHi B myOmikarisx [30-33] Ta Bkitoyayid B ce0e Orisig
MeToJiB obuucieHHs koedimienta lle3i, yrouHeHHS He0OXiTHUX HAOOpiB MaHUX,
po3poOKy 6a30BOi MOelNi 3 BpaxyBaHHSAM YCKIQJIHEHHS apXiTeKTypH HEHpOHHOI
Mepexi. Y HalloMy BUIAJKY AJISl BUPILICHHS 3aa4ui IPOTHO3YBaHHS €MITipUYHOTO
koedimienTa rigpaBiaigHOoro omopy llle3i mms BiIKPUTHX PYCIOBUX TOTOKIB
3aCTOCOBYETHCS MOJIENb IMOBHO-3B'S3HOI HEMPOHHOT MEpexi 3 CHUTMOMOIIOHOIO
(dyHKII€IO aKTHBALlil, sIKa YCHIIIHO anpoboBaHa B pobortax [31-33]. [IpononyeThbes
noOyyBaTH OTHOPITHMIA aHCaMOJIb 3 TPHOX TAKMX MOJICNIEH HEHPOHHUX MEpEex.
HaBuanas nwx wmogenedt 3AIMCHIOETBCSA TapajelbHO 3a JIOTIOMOTOID METOIy
3BOPOTHOTO TMOIIMPEHHS TMOXWOKM Ha OCHOBI Metoay Oerrinry (Bagging abo
Bootstrap Aggregating) [19, 24]. HaByanbHi BuOipkH (QOPMYIOTBCS Ha OCHOBI
MOJILOBUX TiNPOJOTIYHUX Ta TigPOMOPQOIOTIYHAX JAHUX TIPO OCOOIHMBOCTI
MOBEIIHKHM TiJPaBIiYHOTO OIOpPY HA MINSHKAaX Mepenripcbkux pidok. Lli mani
BKIIIOYAIOTh: BHCOTY Ta WIMPHHY I[IOTOKY, CEPEJHI0 WIBHIKICTh TOTOKY,
TiIpaBIivYHUI YXUI pyclia, po3Mip YaCTHUHOK JOHHOT'O MaTepiaiy Ta iHIIi BiIMOBIIHI
rigpasiiuHi Ta MOpoMeTprudHI XapakTeprucTuku. Ha ocHOBI HaBueHOT0 aHCaMOIIO
HEHPOHHUX Mepex HaOIIKEeHa OIliHKa JTOCIKYBAHOTO eMITIPUYHOTO KoedillieHTa
[Ie3i BUKOHYETBCS 3a IOTIOMOTOIO 3ITUTTS (arperyBaHHs ) IPOTHO3iB TPHOX MOJeIeH
i3 3acToCyBaHHSM MOJU(IKOBAHOIO METOy TOJOCYBaHHS Ha OCHOBI BUpIIIEHHS
3BOpoTHOI 3amadi. Lle# mixxix mo3Boinsse oTpuMaru OLTBII CTaOiIMBHUA Ta TOYHUI
MPOTHO3, YHUKAIOYH iHAWBIAYyaIbHI TOXUOKH OKPEMHX MOJIEICH.

2. IlocTaHoBKa 3amaui

OCHOBHOIO 3a7a4€i0 € po3po0OKa Ta TECTyBaHHS OOYMCITIOBAILHOTO alTOPUTMY,
3aCHOBAaHOI'O HA aHCaMOJIEBOMY HAaBYaHHI INTYYHUX HEHPOHHUX MEPEX, I
MPOTHO3YBaHHS EMITIpUYHOTO Koe(illieHTa T1IPaBIIYHOTO ONOPY Y BIIKPUTHX
pyciiax pidok, Biomoro sik koediieHT mopcerkocTi [le3i C. Bxignumu tanumMu fjis
MOJIeJIi € TigpoJIoTiuHi Ta TiApoMOopdOJIOTiyHI XapaKTEPUCTUKU PyCla: CepeHi
LIMpHHA Ta TIMOMHA MOTOKY, TiApaBiiuHuil panaiyc, BUTpaTa Boaud ab0 MIBHIKICTH
MOTOKY, YXHJI IIOBEPXHi BOJIU, NIOPCTKICTH JTHA Ta 1HIII MMapaMeTpH, IO BIUIUBAIOThH
Ha omip mortoky. LlinkoBoro 3miHHOW0 € koedimient lesi C, sxuil mOTpiOHO
BU3HAYUTH 3 BUCOKOIO TOUHICTIO.

MaremaTH4HO 33724y MOXHA chOpMYITIOBaTH K momyk GyHkiii f: X — Y, n1e X —
MPOCTip BXIJHUX TiAPOJOTIYHUX Ta TiAPOMOPQONOTIYHUX TapamerpiB, a Y —
3HaueHHs koeginienta lesi C. L ¢pyHkuis Oyne ampoKCUMYyBaTHCS aHCAaMOJIEBOIO
MOJICJITIO HEHPOHHUX MEPEK.
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B pamkax aHcaM0J1eBO1 cUCTeMH HaOJIMKEeHE 3HAUCHHS KOe(ili€HTa IIIOPCTKOCTI
IIesi € (M2 /c) mpomoHyeThCs BU3HAYATH 3TIAHO 3 HACTYITHOIO 0OUHCITIOBAIBHOIO
MOJIEILITIO:

CX) = Ca(X) £ 9 (X), e

ne C, — 3HaueHHs koedinieHTa Ile3i B mepmoMy HaOMMKEHHI, 10 00YHCITIOETHCS
3a momomororo ocHoBHOI IIIHM (ANN-A), ska HaBYa€ThCSA 3a JOIIOMOTOIO
mpuknanis (xq,%5,V,C,)i, X = (x1,X,,V) — BekTOp BXiZHHUX TiAPONOTIYHKX i
rizpomopdonoriunux xapakrepuctuk s [IHM, x; € {n, A, Sf,B}, x, € {h,R},
n — xoedinient mopcrkocti Loknepa-Menninra (c/mM'/3), A — Bucota BuCTymiB
IIOPCTKOCTI pycia (M), Sy — yXujl HOBEPXHI BOAH, B — cepenst luprHa noToky (M),
h — cepenns rauOuHa TOTOKY (M), R — rimpaBmiunuii pamiyc (M), V — cepenns
HIBUIKICTH BOJHOTO MOTOKY (M/C), (9 — BEeIMYMHA YTOUYHEHHSI, SIKA BCTAHOBITIOETHCS
3a gjonomororo noaatkosux [IIHM (ANN-B1 ta ANN-B2, sixi OyxyroThCsi HA OCHOBI
0a3oBoi Mozeni Mepexki), IO MONMEPEeJHHO HABYAIOTHCS HA OKPEMHX TIpyrnax
OPHUKIAIIB map BXOMAiB (X1, X5, V); Ta eTaTOHHUX BUXO/IB (; HEHPOHHOT MEPEXKi, 1€

@i = (Coi — O)y, (2
Y = 1) COi > Ca_ (3)
Y = _1a COi < Ca (4)

_ Coi € [Cmaxr Cmin]a
C= ZiCOi/ma [ = 1,"1,

C,; — eranoHHe 3HaueHHS koedimienTta [lle3i y miama3zoHi HOTO MaKCHMaIbHOTO
Cmax Ta MiHIMaNBHOTO C;, 3HAUYEHb B paMKax JIOCIHIDKYBAHOI IMPEeIMETHOI
obnacTi, C — cepeine 3HaueHHs BCiX C,; 3 MAKETy HABYANBLHUX MPUKJIAiB OCHOBHOI
[ITHM, m — kiJIbKICTh PUKJIAIIB B OCHOBHIN HaBYaJIbHINA BUOIPII, Y — JOMOMIKHUH
Koe(illi€HT, SKUi BU3HAYAE€THCSA 3TiHO 3 yMoBamH (3), (4).

[IpomonyeThest 3acTOCOBYBATH JIsi 00uHCIeHHs KoedimienTta mopctkocTi [esi
aHcaMOJIb ITyYHMX HEHPOHHMX MeEpeX 3 BpaxyBaHHSIM HACTYIHHUX iJeH,
MIPUITYIIEHb i 0OMEXKEHb!

1. Hexaif B paMKkax JOCHiKyBaHOI IpeaMeTHOI 00IacTi HaOIvbKeHi 3HAaYeHHS
koedimienTa llle3i obumcnroroThest 3rimHo 3 (1), ToOTO siIK cyma abo pi3HUIA
BenuuuHU C,, sSIKa BU3HAUEHA 3a JomoMoror 6a3zoBoi IIIHM, Ta BennuuHU HOTO
YTOUHEHHS (@, 1110 BU3HAYEHa 3a JonoMoroo gonomixkuux HIHM.

2. O0’egHyeMo Tpu Mozedi moBHICTIO 3B’s3aH0i [ITHM mpsiMmoro mommpeHHs 3
OJIHUM MPUXOBAHHUM ILIAPOM 1 CUTMOIIOAI0HOO JIOTICTUYHO (PYHKIIIEI0 aKTHBALIIT.
3navyenHs koedimienta [le3i B mepmomy HaOmmxeHHi €4 OOYHMCIIOETHCS 3a
nornomoro 6azoBoi mozeni HIHM (momens ANN-A), sika Oyna anpoOoBaHa B
nonepeanix pociimkennsax [31, 32]. i nonatkoei HHIHM (Mmomeni ANN-BI Ta
ANN-B2), 110 OyayroTbcsi Ha OCHOBI 0a30B0T MOJIEJII MEpPEeXi, 3aCTOCOBYIOTHCS JIJIst
00UYHCIIEHHsS BEIMYMHU (¢ JUIsl yTouHeHHs1 koediuienta C,. JlomaTkoBi HEWpOHHI
MepeXi HaBYalOTBhCS Ha OKPEeMHX MHiIBUOIpKaX HaBYAJIbHUX MNPHUKIAMIB, SKi
(hOpMYIOTHCS €KCIIEPTOM 13 3arajibHOl HaBYaJIbHOT BUOIPKH.

3. OcrarouHuii pe3yabTaT IMPOTHO3YBAaHHS AaHCAMOJIO BCTAHOBIIOETHCS 3a
TificyMKaMu arperyBanHs mporHosis Cy, Cgq, Cpp TPHOX HEHpoHHMX Mepex. s
LBOTO AHANI3YETHCS MHOXKHMHA IPOTHO3IB Ha OCHOBI MOAW(IKOBAHOTO METONY
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TOJIOCYBaHHS 13 BHUPIIICHHSIM 3BOPOTHOI 3amadi, 00 BCTAHOBHTH €IWHUMN
pEe3yJIbTaT, SKUil HalKpalle BiAMOBiAa€ BXiTHUM yMOBaM 3aaaui (1).

3. MeToau, MaTepiajau Ta 009UCII0BATBHI AJITOPUTMHU

VY 1poMy OCTiIKEHHI BUKOPUCTOBYIOTHCS MaTepiain Ta PO3BUBAIOTHCS PE3yIbTATH
BHIIIEHHS 3a7adi OOYHCIEHHS eMITipudHoro KoedimieHta mopctkocti I1le3i 3a
JONOMOrOl0 IUTYYHHX HEHPOHHMX MEpEeX [UId MIATPUMKH MaTeMaTHIHOro
MOJICJIIOBaHHSI PIYKOBHX ITOTOKiB, mpeacTasieHi B [30-33].

Hns moOymoBW, HaBuaHHS 1 TecTyBaHHs ancambmro IIITHM Buxopucrtano
iHCTpyMeHTH mnporpamyBaHHS Python [34-39]. 3aramom st BupimeHHsS
MOCTaBJICHOI 3aAayl OyfaM BHUKOPUCTAaHI HAYKOBI METOAM TEOPETUYHOIO Ta
EMITIpUYHOT0 BHUBUCHHS MPOOIEMH, JialeKTHYHOTO Mi3HAHHS, METOIN €KCIIEPTHOI
OIIIHKH Ta OPiBHIHHS, eBPUCTHYHI METOIN, METOAH PopMaltizallii Ta MOIETIOBAHHS
B paMKax IfisricHoro minxoxy [40], MeToau rigpaBiIiky BIIKpUTUX KaHaiB [ 1-3], mani
PO OCHOBHI Ti/IpaBIliyHI XapaKTepUCTUKH pidok YKpaincbkux Kapmar [41], metoau
IHTENIEKTyallbHOTO aHaNi3y JaHWX Ta METOAW MPHHHATTS pIlIeHh B yMOBax
HeBU3Ha4YeHOCTI [20, 42-45], MeToam po3poOKH INTyYHUX HEHPOHHUX MEpex
[34, 36, 38, 46, 47], meToau aHcaMOJieBOro HaBuaHHs [18-25], MeTonu po3poOKku
MPOTPaMHOrO 3a0e3MeueHHs 3a JOTIOMOTro0 MOBH Python muist minTpuMKN HaBYaHHS
HeHpoHHNX Mepex [34-39].

3.1. CTpykTypa aHcamM0.110 HelipOHHUX Mepex

[IpomonyeThCst cucTeMa aHCaMOIIO, KA CKIIAAETHCS 3 TPHOX OJHOPIIHUX MOBHO-
3Bs13HUX HeilpoHHHX Mepex (ITHM) — ANN-A, ANN-B1 ta ANN-B2 (puc. 1).
Koxna [MHM wmae BximHWil 1map, OIWH TPUXOBAaHWK IMIap Ta BUXIAHUH MIap.
KinbkicTh HEMpOHIB y BXiTHOMY IIapi BiAMIOBiAa€ KLTBKOCTI BX{AHUX T1APOJIOTIYHAX
Ta ripoMopdoioriyaux mnapamerpiB. KinbkicTh HEHpPOHIB y BHXIJHOMY MIapi
JIOPIBHIOE OJTHOMY, OCKUJIbKHA OOYHMCITIOETHCS €/TMHE 3HAUCHHS: Y BUINAKy OCHOBHOT
mozmeni ANN-A — 3HauenHs koedimienra llle3i B mepmomy HaOmmxeHHI Cy,
y Bunanky monoMixHux mozeneii ANN-B1 ta ANN-B2 — BiamoBigHO 3Ha4YeHHs
BEJIUYUHU (QPgq = +@ Ta @p, = —@, SKi BUKOPUCTOBYETHCS IS YTOYHEHHS Cy4
3rigHo 3 (1). B sikocTi dyHKIIT akTHBAIlil B TPUXOBAHUX IIapaX BUKOPUCTOBYETHCS
curMoinHa QyHKIIis, SKa JO3BOJISE MOAETIOBATH HETiHIIHI 3aiexxHOCTi [46, 47].

Bbazopa mogmens [THM pmns mpornosyBanHs koedimienta Ille3i omucana i
ampoboBana B [31-33]:

C= f(xll X2, V): X1 € {n: A: Sf; B}a X2 € {h'R} (5)

[IponionyeThest it gomomixkaUX Mepexk ANN-B1 ta ANN-B2 Bukopucratu
TaKy X apxiTektypy, sk i aiast ANN-A — 3rigHo 3 Mojemno (5), ane nmpu 1poMy y
HEHPOHI BUXITHOTO APy BCTAHOBJIIOETHCS IMapaMeTp ¢, €TAIOHHI 3HAYEHHS SKOTO
JUIS HaBYAJIBHUX MPUKIAIIB BU3HAYAIOTHCA 3rimHO 3 (2)-(4). Takum YuHOM,
JIOTIOMDKHY HEHPOHHY MEPEXY MOXKHA OIMCATH Y BUIIIS I O0UYHUCIIFOBAIBHOT MOJIEII

(2), (6):

@ = f(x,x5,V), x1 € {n, A,Sf,B}, x, € {h,R}. (6)
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Hetiporna mepexxa ANN-B1 OyayeTbes Ha OCHOBI 0OYHCITIOBAIBHOT Mo (2),
(3), (6), a mepesxa ANN-B2 — Ha ocHOBI (2), (4), (6). Lli HelipoHHI Mepeski B HALLIOMY
BUIIAJIKy HABYAIOTHCS HA BIiANOBiIHMX Habopax npukianis (xq,x,,V,@)El Ta
(x1,%2,V, 9)B?%, axi y cBoro uepry GpopMyrOThCS EKCIIEPTOM Ha OCHOBI HAaBYAJIbHUX
BuOipok (x4, %5, V, C,p).

B namomy Bumaaky 3arajibHa MOJENb OJHOPITHOTO aHcamOmo Moxe OyTH
npeacTaBieHa, ik Ha puc. 1. AHcaMOIb CKIafaeThes 3 HAOOpy HEHPOHHHUX MEPEex
ANN-A, ANN-BI1, ANN-B2, sxi mpo#nnim HaBYaHHS Ha BXITHMX MaHUX. Taki
YYaCHUKH aHCAMOITIO CTBOPIOIOT TPOTHO3H C4> ©p1, Pp2, AKI 00’€THYIOTBCA 3
spaxysanssMm (1). IIporaosu Cy, Cgq, Cp, aHATI3YIOTHCA T OTPUMAHHS CYKYITHOTO
nporHo3y (arperyBaHHs). TakuM 4YHHOM, 3arajlbHa OCHOBa 3alpONOHOBAaHOL
aHcaMbJeBOi CHCTEMH MOJArae y BHKOPHCTaHHI (YHKIil arperyBamHs C i
06’eqnanns  mporHosiB  Cy4, Cpy = C(Cy4,0p1), Cgp = C(Cy,@pp), 1106
nepenoaunTH €IUHUN pe3yibTaT, SKWH HaWKpalle BiJIIOBIJAaE BXiTHHUM yMOBaM
3amaui (1).

Input
Data:
( Xy, Xz, X 3)
v ! v
ANN-A ANN-B1 ANN-B2

C(Cur Pur $uz)

A
Final
Predictions

Puc. 1. 3arasiipHa CTpyKTypa OZHOPIIHOTO aHCaMOJII0 HEHPOHHUX MEPEK
3.2. AIropuT™M po3mofiy JaHUX MiK MoAeIsIMH aHCaM 0110

Bxinni Ta BuXinHi HA0OpW NaHUX, BKIIOYAIOYN HABYAJIbHI Ta TECTOBI IPUKIAIN JIJIS
0a3oBoi Mojem HelipoHHoi Mepexi (HM), moOyaoBaHi BiJIMOBIAHO 10 MPUHIIMITIB
0e3nepepBHOCTI, OAHOPIIHOCTI, HEHAUIMIIKOBOCTI Ta Hopmamizarii. 1li Habopu
JaHWX OTPUMaHi 3 TOJIbOBHX CIIOCTEPEKEHb 3a TiAPOJOTiYHHMHU  Ta
TiIpoMOp(OIOriYHUMHK TIapaMEeTPaMH PiuKOBMX JJIAHOK: BUTpaTa Bomu Q (M3/c),
cepelHsl MIBUAKICTH BOAHOTO TOTOKY V (M/c), xoedimient omopy I'okiepa-
MeHnHinra n, yXuin noBepxHi Boau Sg, cepelHi mupuHa B (M) Ta rMOuHa NOTOKY
h (M), BUCOTa BUCTYMIB WIOPCTKOCTI A (cepenHiil AiaMeTp 4acToK JIoKa pycia ado
Cepe/iHIN JiaMeTp BIIMOCTKH pycia (M)) Ta TigpaBiiyauid pagiyc R (m). [TomsoBi
JlaHi TEpPETBOPIOIOTHCS TaKUM YHHOM, LI00 OTPUMAaTH iX MOJEJbHI 3HAuYeHHS
B aianazodi Bix 0 1o 1. 30kpema, 3 MeTOI0 HOpMadi3alii, napameTp B OyB 3amiHeHuit
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Ha Koe(ilieHT Sth_l. 3amicte mapamerpie V, h, C, po3riasgamucs
xapakTepucTiku Mozeni V X 1072, h x 1072, C X 1072, 3naueHHs napaMeTpis @,
S¢ Ta M 3anMmIAIKCh He3MiHeHWMH. Ilpouemypa (opmyBaHHs, yTOYHEHHS Ta
HOpMaJTi3allii Takux HAOOPIB JaHWX Yy MeXaX JOCIiJPKyBaHOI 00JiacTi onmucaHa B
[31, 32]. Taki » IpHUHITUIH 3aCTOCOBYIOTHCS JIO TMiATOTOBKHM BXITHUX JAHUX JJIST BCIX
MoJieielt aHcaMOITIo.

dopmMyBaHHs HaBUYATBHUX BHOIPOK 17151 KokHOT HM aHcamOumio 31iHCHIOETECS Ha
ocHOBI Mmetoxy Oerrinry (Bim Bootstrap Aggregating, Bagging) [19, 24]. Cytb
METOJTy ITOJIATAE Y HaBUaHHI KiJTPKOX MOJIENIeH OJTHOTO THITY (HAIIPHUKIIA], HEHPOHH1
MEpEexKi, IepeBa pillleHb Ta iH.) HA OKPEeMHUX MiJABHOIpKaX HaBYAJIHHUX JaHUX Ta
o0'emHanHi iX mporHo3iB. Lle 103BoIsiE€ cTBOPIOBATH YHIKaldbHI HaBYAIbHI HA0OpH
IUTE KOXKHOI Mofeli aHcamOiio, IO CIpHse MiABUINEHHIO HOTO y3araibHIOIUOl
3MATHOCTI Ta 3HWKEHHIO Aucnepcii. Takoxk 3aCTOCOBYETBCS CTpPATETisl HE3aIEKHUX
HaOoOpiB JaHUX, AKa nependaydac GOopMyBaHHS 1 3aCTOCYBaHHS MiIMHOXHH JTAHHX,
SIK1 He 3aJIekaTh ofHa Big ogHoi [21, 22].

Anzopumm po3nodiny danux TOIATAE y HACTYITHOMY (pHC. 2):

1. Bxix: Habip HaByanpHuX npukiaaiB D, = (xq,x3,V, C,); po3MipoM m, B SIKHX
3HAUCHHS BXigHHUX mapamerpiB (xq,x,,V);, ne x; € {n, A, S¢, B}, x, € {h,R},
CTaBJIATBCSA Y BIJMOBIMHICTh €TAJOHHMM 3HA4YeHHsAM Koeodimienta Ille3i C, €
[Crnax» Cminl; pedepentHi 3Hadenns C,; BH3HAYAIOTHCSA BIAMOBIAHO 1O JAHHX
TiAPOJOTIYHMX CIIOCTepeXeHb Ha ocHOBI popmymu [e3i [1-3, 31]:

_(_% ;_
Co= () .1 =T, )

ne Q, — cHoCTepesKyBaHa BMTpaTa BOJHOTO MOTOKy (M3/c), m — KilbKicTh
MIPUKJIAJIB B OCHOBHI# HaBYaJIbHINA BUOIPIII.

2. OcaoBHa HM ANN-A HaB4a€eThCs 3a JOIIOMOT0I0 BUOIpKH MPUKIaniB D,,.

3. Jlomomixkui HM ANN-B1 Ta ANN-B2 HaBuarOTBCS 3a JOINOMOIOK)
BIJINOBITHMX HE3AJICKHUX I IMHOKUH HaBYaIbHUX pUKIagiB D; = (xq,x,,V, (p)? 1
ta Dy = (xq,%,,V,9)P?, sKki CTBOPIOIOTHCA €KCHEPTOM 3a JOTIOMOTO0 TaKHX
MPaBUIL:

3.1, (xq1,%2,V, (E)fl bopMyrOThCS Ha OCHOBI TABHOIpKU (X4, %5, V,Cy)i, Cpi €
[Crnax Cal, Cq > C, ne eTanonHi 3Ha4EHHs (; 00UUCTIOIOTHCS 3riaHO 3 (2), (3), i
1,m; <m.

3.2. (x1,%5,V,)P? dopmyrorsea Ha ocHosi mimeuGipku (xq,%5,V,Cy);, Co;
[Cﬁ, Cmin], Cp < C, ne eTajoHHI 3HAYEHHSA (; OOUUCIIOIOTECS 3TIIHO 3 (2), (4),

m

1,m, <m.

3.3. Cq, Cg — BCTAHOBJIOKOTLCS €KCIEPTOM 3a PE3YJILTATAMHU AHATI3Y KOMKHOI
HaBuanbHOi BUGiIpKK (Xq,X,,V,C,); MISXOM TONIYKy BHMaikie, komu C,; =~ C,
Cp < C < Cq, C, € (Cy, Cp).

4. Pemra nanux, mo He notpamnuiu 10 D; ta D, (tak 3Bani Out-of-Bag (OOB)
npuknamn), (x1,%2,V, Co)y, C; € (€, Cp), C; = C, Cp < C < Cq, He GepyTh yuacTi
B HaBYaHHI JOMOMDKHMX HM, OCKibKH BBaXKaeMO (IIPUIYCKAEMO), MO JJISI i€
rpynu gaHux ob0uncieHe 3HadeHHs Cy 3a JonomMoror ocHoBHOI HM yTouHeHHs He
moTpeoye.
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3pa3ku chOpPMOBAHMX 3TITHO 3 UM aJrOPUTMOM HaBUYAIBHHMX HAOOPIB JaHHX
JUTSL 3aTIIPOTIOHOBAHOTO aHCAaMOJII0 HEHPOHHHUX MEPEX MPEJCTABIICHO B PEIO3UTOPIl
Github [48].

Npuxnaau Do Mogene 1
R (
2 X %3, CL),
(% X %5, C,) L ANN-A Budin 1
Has4anbHa C, € [Coux Coin]
BnbipKa: -
(1 X5 %5, Co) Npwenaau D1
\ ™ Mogene 2
(% %o %5, \Q(C,)), .
CmE [Com, Cyg ], [ ANN-BL Buxig 2 Ob'egHanHs mxia
’ - pe3yneTaTie aHcambnio
Cy<C
ExcnepTHa -
ouiHKa:
Npuknagu D2
CJ"" CP B2 Mogene 3
R (%1 %50 %3 \(C, ),

B2
C,€ [CP..C..m]. }—> ANN-B2 Buxin 3

C >E J
. R

Puc. 2. HapanenLHe a"HcaMOJeBe HaBYaHHS 3 BUKOPUCTAHHAM HC3AJICIKHUX Ha60piB JaHuX,
x; € {n,AS;, B}, x; € {h,R}, x5 =V

3.3. Airoput™M HaBYaHHS aHCaMOJII0 HeHPOHHUX Mepek

KosxHa HelipoHHa Mepeka B aHCaMOJli HaBUAETHCS TIapalieNIbHO Ha cBOil bootstrap-
BUOIpII (SIK 11€ TIOKAa3aHO Ha PUC. 2) 3a JIOIOMOTOK METO/Iy 3BOPOTHOIO TIOIITHUPEHHS
nmoxuOku (backpropagation) [19, 47]. Peamizamist anropurmy HaBuaHHS Ha Python
npencrasieHa B Tabm. 1, 2 ta y moaymi C EANN training.py B peno3utopii
Github [48].

Anzopumm nHaguanna:

1. IapanensHe QopmyBanHs HeripoHHHx Mepexxk ANN A, ANN Bl, ANN B2
IUISXOM BUKOHAHHS JIsl KOXKHOI 3 HUX HACTYITHUX KPOKiB (Tadi. 1):

1.1. BigkpuTts ¢aitny BXiTHUX JTaHUX.

1.2. Inimiamizanis mapaMeTpiB apXiTeKTypH Ta IMapamMeTpiB MeTOy HaBUaHHS
(pyHKmis akTHBamii, eNoXW Ta MIBUIKICTH HaBuaHHs). KoedilieHT MBUIKOCTI
HaBuanHs = 0,002. Jlorictmuna ¢yHKIisA akTHBalii (CUTMOI;) A7 HEHPOHIB
MPUXOBAHMX IIAPIB.

1.3. BunagkoBUM 4YHHOM 3[[IHCHIOETHCS I1HIiIliai3alliss MaTpPHUIb BaroBUX
KOEIiIi€HTIB.

1.4. 3aBaHTa)KEHHS BIAMOBIIHIX HaYaIbHUX HAOOPIB JaHUX.

2. IlapanensHe HaBuaHHS ANN A, ANN Bl, ANN B2. /Ins xoxHOi HEMPOHHOI
Mmepexi ANN; (i = 0, 1, 2) B ancamOI1i BUKOHYIOTBCS (Tabi. 2):

2.1. Bxin: wapuaneni npuknanum D = (Xq,Xp,X3,Y;), A€ Xj — BXiaHi
XapaKTePUCTUKH, Y; — LIIbOBE 3HAUECHHSI.

2.2. Itepariii HaB4aHHs (ETIOXHU):

2.2.1. Ilpssme nommpeHHs:
UL KOXKHOrO mpukinany (Xq,X,,X3,Y;) 3 D; 0OYHCITIOETBCS BHXIiT
HEHPOHHOI Mepexi J;.
2.2.2. O6uucnenns noxuoku: E; = y; — ¥; (GyHkuis BTpar).
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2.2.3. 3BOpOTHE TOIIMPEHHS: IMOXMOKa MOIIHUPIOETHCS HA3all IO MEPEXKi,
OOYHCIIOIOTECSL TpafieHTH (QYHKLIi BTpaT MO BiAHOWICHHIO JO BaroBUX
KOe(illi€HTIB.

2.2.4. OHOBIIEHHS BaroBUX KoeiIieHTIB: BaroBi KOe(himMi€HTH OHOBITIOIOTHCS
3a TPaBHJIOM TPAJI€EHTHOTO CITYCKY, BUKOPHCTOBYIOUH OOYHMCIICHI Tpami€HTH Ta
LIBUIKICTH HABYAHHS.

2.3. YMoBa 3yNWHKHM: HaBYaHHS MPOJOBXKYETbCA IO JOCATHEHHS 3aJaHOi

KIUJIBKOCTI €T10X.
3. PesynbraTn HaBuaHHs aHcamOmM0 (OPMYIOThCA Y BHIUISAI HAaOOpiB OKpeMHUX
¢aiiniB naHux i3 3HAUYCHHAMH HANAIITOBAHWX (HATPEHOBAHHWX) MATPHIb BarOoBUX
koedimienTiB ms koxHOi 3 HM ANN-A, ANN-B1, ANN-B2 (Ta6m. 2).

Otpumani  pe3yibTaTH  HaBYaHHS  aHCaMONIO0  HEHPOHHUX  Mepex
BUKOPHUCTOBYIOTHCS JJIsl OOUUCIIeHHS (IPOTHO3YBaHHs1) 3HaueHb Koedinienta [1lesi
Ha JIOBIJIbHHUX BXiJTHUX JaHUX B paMKax MMpeIMeTHOi 001acTi.

Tabmuus 1. Peamizamist anroputMy HaB4aHHS aHCamONI0 HEHPOHHUX MEpEX B
Python. bnok inimianizarii mapameTpis

o IIporpamumii ko1 No IIporpamawmii Ko

1 import openpyx! 30 sheet_data =

2 import numpy as np Training_Data.worksheets[page_number]

3 from os.path import join, abspath 31

4 32 # KiNbKiCTb HaBYaNIbHUX NPUKNAAIB

5 # dyHKUjiA akTMBaUiT 33 max_row_data = sheet_data['A3'].value

6 def logistic(x): 34

7 return 1.0 / (1 + np.exp(-x)) 35 # napameTpu mepexi

8 def logistic_deriv(x): 36 input_size = sheet_data['A5'].value

9 return logistic(x) * (1 - logistic(x)) 37 hidden_size = sheet_data['A7'].value

10 38 output_size = sheet_data['A9'].value

11 | # napameTpu HaBYaHHA MepeXxi 39

12 epoch_count =200 # enoxu HaB4YaHHA 40 # maTpuui Barosumx KoediuieHTiB W_1iW_2

13 alpha = 0.002 # weunAaKicTb HaBYaHHA 41 # 3a/4a0TbCA BUNAAKOBUMM 3HAYEHHAMM

14 42

15 | # peanisauia HasyaHHA LUHMi 43 np.random.seed(1)

16 | #3iHpeHTndikaTopom ANN_ID 44 W_1=0.02 * np.random.random((input_size,

17 | def traininng_ANN(ANN_ID, hidden_size)) - 0.01
epoch_count, alpha): 45 W_2 =0.6 * np.random.random((hidden_size,

18 output_size)) - 0.3

19 # 3unTyBaHHA NapameTpiB MepeXKi Ta 46

20 # HaBYaNbHUX NpPUKNALIB 47 # iniujanisauia maTpuub Bxoais i Buxoais HM

21 # 3 dbainy paHux Excel 48 len_ryadok = input_size

22 page_number =0 49 | #8Xia

23 if ANN_ID == "A": page_number =0 50 characteristics_riverbed = np.zeros(

24 if ANN_ID =="B1": page_number=2 | 51 shape=(max_row_data, len_ryadok))

25 if ANN_ID == "B2": page_number=4 | 52 | #Buxig

26 53 coef_C = np.zeros(shape=(max_row_data))

27 data_path =join('.!, 'Data’, 54 foriin range(max_row_data):
"Training_Data.xlsx") 55 coef_C[i] = sheet_datali + 2][input_size + 1].value

28 data_path = abspath(data_path) 56 for j in range(len_ryadok):

29 Training_Data = 57 characteristics_riverbed[i][j] = sheet_data[i +
openpyxl.open(data_path, 2][j + 1].value
read_only=True, data_only=True)
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Tabmums 2. Peamizariss anropuTMy HaBYaHHS aHCAMOJI0O HEHMPOHHUX MEpexX B
Python. bnok napanensHOro HaBUaHHSA

Ne IIporpamuuii Kox Ne IIporpamuuii Koz

58 # peanisavuis enox HaBYaHHA 83 f = open(data_path, 'w')

59 for iteration in range(epoch_count): 84 foriin range(0, input_size - 1):

60 foriin 85 for j in range(0, hidden_size - 1):
range(len(characteristics_riverbed)): 86 f.write(str(W_1[i][j]) +'")

61 87 f.write(str(W_1[i][hidden_size - 1]) + "\n')

62 # npamuin xig 88 for jin range(0, hidden_size - 1):

63 layer_0 = characteristics_riverbed][i:i 89 f.write(str(W_1[input_size - 1][j]) +'"')
+1] 90 f.write(str(W_1[input_size - 1][hidden_size -

64 layer_1 = logistic(np.dot(layer_0, 1]))

W_1)) 91 f.close()

65 layer_2 = np.dot(layer_1, W_2) 92

66 93 data_path =join('".!, 'Data’,

67 # 3BOPOTHUI Xig, "weights_matrix_2_"+ANN_ID+".txt")

68 layer_2_delta = (coef_Cl[i:i + 1] - 94 data_path = abspath(data_path)
layer_2) 95 f = open(data_path, 'w')

69 layer_1_delta = 96 foriin range(0, hidden_size - 1):
layer_2_delta.dot(W_2.T) * 97 forjin range(0, 1):
logistic_deriv(layer_1) 98 f.write(str(W_2[i][j]) + '\n')

70 99 f.write(str(W_2[hidden_size - 1][0]))

71 # OHOB/NIEHHSA BaroBux KoeodiuieHTis 100 f.close()

72 W_2=W_2 +alpha * 101 print('Aina ANN_'+ANN_ID+' HanawToBaHi
layer_1.T.dot(layer_2_delta) MaTpuLi BaroBmx KoedieHTiB ycnilwHO

73 W_1=W_1+alpha * 36epexeHo.')
layer_0.T.dot(layer_1_delta) 102 | # kiHeup dyHKUji traininng_ANN

74 103

75 | # 3akpuTTa danny aaHnx Excel 104 | #napanesnbHe HaB4YaHHA aHcambio HM

76 Training_Data.close() 105 | #HaBuaHHAa ANN_A

77 106 | traininng_ANN("A", 100, alpha)

78 # 3anuc y daiin gaHmx 107 | #naBuaHHa ANN_B1

79 # pe3ynbTaTiB HaBYaHHA — 108 | traininng_ANN("B1", 600, alpha)

80 # maTtpuui sar W_1T1a W_2 ana ANN_ID 109 | #nasuaHHAa ANN_B2

81 data_path = join(".", 'Data’, 110 | traininng_ANN("B2", 600, alpha)

82 | "weights_matrix_1_"+ANN_ID+".txt") 111 | print('3aBepLweHHa nporpamu.’)

data_path = abspath(data_path) 112 | input()

3.4. AIropuT™M NpOrHO3yBaHHS 32 JONMOMOI0K) HABYEHOr0 aHCaMOJIK0 MojeJiei

[licnst HaB4aHHS KOXHOI HEWpPOHHOI Mepexi B aHcaMOlli, NPOTHO3YBaHHS
emmipudHoro koedimienta Ille3i ams HOBUX, HEBIIOMHX MaHUX 3HIHCHIOETHCS
NUISIXOM arperyBaHHs (3JIMTTS) MPOTHO3IB Bix ycix moxeneit HM [19, 21]. [dns
LOTO MPOMOHYETHCS BUKOPUCTOBYBATH MOJIN(IKOBAHUI METOJI TOJOCYBAaHHS Ha
OCHOBI BHUpilIEHHS 3BOPOTHOI 3amadi. lmes Takoro mizxony mependayae:
1) BU3HAa4YeHHS MMPOTHO3IB JIJIsl KOKHOTO YYacCHUKA aHcamOIIro, 2) po3risaaeThes
3BOpoTHA 33/1a4a (8), (9) 3 MeTor0 BCTaHOBIIEHHS (BUOOPY, TOJIOCYBAaHHS) B SKOCTI
OCTAaTOYHOI'O Pe3yJbTaTy MPOrHO3yBaHHs TUIBKM Tiel omiHkM meBHoi HM, sxa
HaWKpalle BiIOBiJa€ BXiTHUM yMOBaM aHcaMOuro. Pearizaiisi OCHOBHMX METO/IiB
aNnropuT™My mporHozyBaHHs koedimienta I[lle3i 3a jomomoror aHcamoOIIO
MITYYHUX HEHpoHHWX Mepex Ha Python mnpeacraBnena B Ttadm. 3, 4, 5
(imimiamizanmis napametpiB HM, MacuBiB maHux Ta 30epexkeHHS! pe3yJbTaTiB
NPOrHO3yBaHHs He HaBoasAThes) Ta y wMonylni C EANN calculating.py B
penosuropii Github [48].
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Anzopumm npozHO3Y6aAHHS:

1. Bxix: Habip HOBUX BXigHUX HaHuX X = (X1, Xy, X3) AJsl HPOTHO3YBAHHSL.

2. 3aBaHTa)X€HHsI HATPEHOBAHMX MATPHIb BaroBUX KOEQILI€HTIB AJsl HEHPOHHUX
mepex ANN-A, ANN-B1, ANN-B2.

3. Jliist koskHOTO TIpUKIany (xq, Xz, X3) 3 Ha0Opy AaHUX X BHKOHYEThCS (Tabm. 3):

3.1. 3a pmomomoroto ocHoBHOI HM ANN-A 00YMCIIOETBCS B TEPIIOMY
HaOMKeHHI 3HaYeHH KoedirtienTa [e3i €4 3riaHo 3 009MCIIOBATBHOI0 MOIEILTIO (5).

3.2. 3a momtomororo HM ANN-B1 0049ucIto€ThCSl BEIMYMHA YTOYHEHHS (g1 HA
ocHOBi (2), (3), (6) Ta Bu3Hayaerhcs 3rigHO 3 (1), (3) HaOmMWKeHE 3HAYCHHS
xoedinienta Ilesi Cgy.

3.3. 3a nonomororo HM ANN-B2 o0uncnroeTbcst BeMMUMHA YTOUYHEHHS (P, Ha
ocHOBi (2), (4), (6) Ta Bu3Hayaerbcs 3rigHO 3 (1), (4) HAOMMKEHE 3HAYCHHS
xoedinienta llesi Cg,.

3.4. ArperyBaHHs mporHO3iB (Ta0x. 4): BCTAHOBIIOETHCS, KA 3 HAOMMKEHUX
ominok xoedinienta Ilesi C,, Cgq, Cp, Halikpalle BiAMOBiZa€ BEKTOPY BXimHHX
nanux (xq,X5,Xx3), 1€ X1 € {n, A, Sf,B}, X, € {h, R}, x5 =V, g KOXHOrO 3
IHIVBITyaIbHUX TIPOTHO31B PO3TIISAAA€THCS 3BOPOTHA 3a]a4a Ha OCHOBI YMOBH:

[V = V| > min, k =13, (8)

ne V — erasoHHe 3HAuYEHHS IIBUIKOCTI BOJHOIO TIOTOKY BIJAIMOBIAHO JIO
TiPONOriuHKX JAHHUX, IO MOJAIOTHCSA Ha BXiJ aHCAMOII0 HEHPOHHUX Mepexk, V; =
V(Cy), V, =V (Cp1), V3 = V(Cp,), V — HaGnwkeHe 3HAUCHHS WUBUAKOCTi BOXHOTO
MOTOKY, [0 BU3HAYAETHCS BiMOBITHO IO JAHUX TiIPONIOTIYHUX CIIOCTEPEIKEHD HA
ocHOBi ¢opmynu [llesi [1-3, 31]:

V =C/RS;, )

ne C — HaOmWKeHI 3HAYEHHS koegimienta Ille3i, ski B HANIOMYy BHIAJAKY €
MHOKHHOIO iHAMBiZyansHux mnporHosiB C,, Cpq, Cp, Biamosimmmx HM, R —
rizpasniunuii pagiyc (M), R = h npu B > h, B — cepeans mwupuHa NOToKy (M), h —
CEpeJIHs IIMOUHA MOTOKY (M), Sy — yXWUJI IOBEPXHi BOJIH.

OcraTouHuil pe3yNbTaT MPOTHO3YBAHHSA aHCAMOIII0 HEUPOHHHX MEPEeK C(X)
oOupaeThes cepej iHAMBiAyalbHHX TporHo3iB koedimienta Illesi C,, Cpq, Cpy
(Tabmn. 5), nns SIKOTO BUKOHYETHCS YMOBa (8).

4. 30epesxeHHs pe3ysIbTaTiB MPOrHO3yBaHHS Y OKpeMoMy (aiiii gaHuX.

Tabmuns 3. Peamizaimist anroputMmy mnporHosyBaHHs B Python. Briox wmeromy
00YHCIIEHHS MPOTHO31B HEUPOHHUX MEPEK

Ne IIporpamuuii kox Ne IIporpamuuii kox
1 import openpyxl 32
2 import numpy as np 33 foriin range(len(raw_matrix1)):
3 from openpyxl import Workbook 34 b = raw_matrix1[i]
4 from openpyxl.styles import Alignment, | 35 a=bh.split("")
PatternFill, Font 36 for j in range(len(raw_matrix2)):
5 from os.path import join, abspath 37 W_1[i][j] = float(a[j])
6 38 for i in range(len(raw_matrix2)):
7 # cTaHZapTHa foricTnyHa ¢-ia akTMBauii 39 W_2[i] = float(raw_matrix2[i])
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8 def logistic(x): 40

9 return 1.0 / (1 + np.exp(-x)) 41 | # BigcniAKOBYBAHHA NOXMBKM

10 42 if (len(raw_matrix1) == input_size) and

11 | #* dyHKuia gna obumcneHHsa nporHosis LUHM * (len(raw_matrix2) == hidden_size):

12 | def calculating_ANN(ANN_ID): 43 param_matching =0

13 44 print('BxigHi gaHi ana ANN_'+ ANN_ID +

14 # 3UMTYBaHHA MaTPULb BaroBux KoeodiLieHTiB ' BignoBigaoTb NapameTpam maTpuupb Bar

15 data_path = join('.!, 'Data’, WHM,")
"weights_matrix_1_"+ANN_ID+".txt") 45 else:

16 data_path = abspath(data_path) 46 param_matching = 1

17 f = open(data_path) 47 print('BxigHi gaHi  He BignosigatoTb

18 raw_matrix1 = f.readlines() napameTpam matpuub Bar LLUHM.')

19 f.close() 48

20 data_path =join('.!, 'Data’, 49 # obumcneHHs BUXOAiIB Mepexi
"weights_matrix_2_"+ANN_ID+".txt") 50 if param_matching == 0:

21 data_path = abspath(data_path) 51 for i in range(max_row_data):

22 f = open(data_path) 52 # npamuii Xig obuncneHb

23 raw_matrix2 = f.readlines() 53 layer_0 = characteristics_riverbed[i:i + 1]

24 f.close() 54 layer_1 = logistic(np.dot(layer_0, W_1))

25 55 layer_2 = np.dot(layer_1, W_2)

26 # iHiujianisauin BekTopa Buxoais HM 56 output_ANN]Ji] = layer_2[0][0]

27 output_ANN = 57 print('ana Habopy BXiaHUX NapameTpis
np.zeros(shape=(max_row_data)) Ne',i+1,", o6uncnenwnin uxig ANN_'+ANN_ID+

28 '=", output_ANNIi])

29 # iHiujanisauia matpuup W_1iW_2 58

30 W_1 = np.zeros(shape=(input_size, 59 return output_ANN
hidden_size)) 60 | #* kiHeub dyHKU;i calculating_ANN *

31 W_2 = np.zeros(shape=(hidden_size,
output_size))

Tabmuns 4. Peamizamist anroputmy mnporHo3yBaHHs B Python. brmox wmeromy
arperyBaHHs IPOTHO31B HEHPOHHUX MEpex

Ne IIporpamuuii ko Ne IIporpamuuii koxt
61 def aggregation_C(C, C1, C2, Q, B, H, Sf): 77 delta_V[2] = abs(V_Q - V2)
62 # aHani3 nporHosis C_A, C_B1,C_B2 T1a 78
63 # BCTAHOB/IEHHA HAMKPALLLOro 3 HUX 79 # BCTAHOB/MIEHHA MiHIMANbHOrO BiAXW/IEHHA
64 # (3BopoTHa 3agaua (8), (9)) 80 min_delta = delta_V[0]
65 81 min_ind =0
66 delta_V = np.zeros(shape=(3)) 82 foriin range(1,3):
67 | #eTanoHHa WBMAKICTb NoToKy V(Q) 83 if min_delta > delta_V[i]:
68 V_Q=Q/(B*H) 84 min_delta = delta_V[i]
69 # HabnukeHa weuakictb V(C_A), 85 min_ind =i
70 V=C*(H *Sf) ** 0.5 86
71 V1=C1*(H *Sf) ** 0.5 # ws. V(C_B1) 87 # 0bUpaeTbCA BUXiL HEMPOHHOT Mepei
72 V2 =C2*(H * Sf) ** 0.5 # ws. V(C_B2) 88 # 3 MiHIMaNbHUM BiAXUNEHHAM
73 89 # Bif eTanoHHOro 3HayeHHs V(Q)
74 # 06UMCNEHHA BIAXUNEHHSA Bif €TaNOHY 90 if min_ind == 0: return C/100 # suxig = C_A
75 delta_V[0] = abs(V_Q- V) 91 if min_ind == 1: return C1/100 # suxig = C_B1
76 delta_V[1] = abs(V_Q- V1) 92 if min_ind == 2: return C2/100 # suxin = C_B2

Tabmuus 5. Peamizauis anroputmy nporno3yBanHs B Python. brok oGuuncienns
OCTaTOYHOTO NPOTHO3Y aHCaMOJII0 HEHPOHHUX MEPEex

Ne IIporpamuuii Koz, Ne IIporpamuuii Koz
93 # 06UYMCNEHHA NPOrHO3iB HaBYeHUxX LUHM 104 | # arperyBaHHA nporHosis HM
94 # ANN_A, ANN_B1, ANN_B2 105 | # (po3rnagaeTbcA 3BOPOTHA 3a4a4a)
95 coef_C_A = calculating_ANN("A") 106
96 | coef_deltal = calculating_ANN("B1") 107 | foriin range(max_row_data):
97 coef_delta2 = calculating_ ANN("B2") 108
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98 109 # BCTAHOBJ/IEHHA OCTAaTOYHMX 3HAYEHb
99 # 06UMCNeHHA 3HaueHb KoediuieHTa Lesi 110 # koediujeHTa Wesi C
100 | # 3 BpaxyBaHHAM nNporHosisa HM 111 coef_C[i] = aggregation_C(coef_C_A[i]*100,
101 | foriin range(max_row_data): coef_C_B1[i]*100, coef_C_B2[i]*100, Q[i], B[i],
102 coef_C_B1[i] = coef_C_A[i] + H[il, Sflil)
coef_deltal[i] 112
103 coef_C_B2[i] = coef_C_A[i] - 113 print(‘coef_C[', i, '] =", coef_C[i])
coef_delta2][i]

3.5. IIpo martepiaam nJs1 anpo0anii 004HCII0BAJBLHOIO ATTOPUTMY

Tounicts ormiHtoBaHHSA Koedirienta Ille3i 3HaYHOIO MIpPOIO 3AJCKHUTH  Bill
JOCTOBIPDHOCTI Ta TOYHOCTI BUMIPIOBaHb BIANOBIIHUX T1IPOMOP(OIOTiHHNX
MapaMeTpiB BiAKpUTUX pycroBux motokis [30, 31].

Hus ampobamii  3ampoIrOHOBAaHOTO 00YHCITIOBAILHOTO ANTOPUTMY
BUKOPHUCTOBYIOTHCS TIOJIBOBI TiApaBiidHi Ta MOPQOMETPHYHI JIaHi, IO CTOCYIOThCS
OKpeMHUX JIISTHOK TipchKuX pidok (Tabm. 6): Tuca (M. PaxiB), TepecBa (c. YcTb-
UYopna), Jlatopurs (c. Iliamonosss), Omip (M. Ckone), Pika (c. Mixrip’s), Yopauit
Uepemomn (c. BepxoBuna). 1li maTepianu TakoX BHUKOPUCTAHI JJIsi OOYMCIICHHS
koedinienTa mopcrkocTi Llle3i Ha OCHOBI HEHPOHHUX MEPEX B JOCHIHKEeHHI [32],
B SIKOMY OIHCAaHi 0COOJIMBOCTI MPeAMETHOI 00J1acTi Ta 0OMEKEHHS MapaMeTpiB s
BKa3aHUX MUITHOK pidok. JlaHI MICTATh BUMIPIOBaHHS, IO XapaKTePU3YIOTHCS
Pi3HOMaHITHUMH YMOBaMH TiJipaBiiuHoro onopy. Habip naHux Briovae:

1) MmopcomeTpudHi XapaKTepUCTUKH pycia: cepenHi mupuHa B Ta rmubunaa h
NOTOKY (M), IIOIIa TomepedHoro mepepisy A (M?2), rinpapniunmii pagiyc R (M),
R=h npuB > h;

2) TiZpaBiiYHi XapaKTePUCTHKU MOTOKY: CepeIHs MBUAKICT mOoToKy V = Q/A
(M/c), BuTpara Boau Q (M3 /c), yxus BoHoi nopepxHi S £

3) XapaKTepUCTUKH MOPCTKOCTI pycia: CepeIHil JiaMeTp 9acTUHOK d = A (M)

IHa 1 OeperiB, CTYMiHb MIOPCTKOCTI (KoedilieHT mopcTKocTi ['okiepa-MeHHiHTa I
1/3Y).
(c/M/3));

4) BumipsiHi 3HavenHs koediienta lesi C, (M2 /c) s BianoBigHMX yMOB.

Tabmuns 6. I'impomopdororiuni naHi Mpo XapaKTEPUCTUKUA TipChKUX PIYOK,
BUKOPHUCTAHI JIJIsl HABYAHHS Ta TecTyBaHHA aHcamOito [ITHM

Zil;:;a Q A B hls 100] d n Co
oyena M /0) | () | ) | ) |7 ) | (c/m/?)| (m'2/c)
_ 197 | 7038 | 46,85| 1,5 | 0,0055 | 0,123| 0,0344 | 28739
Tuca, PaxiB
(apsamn) | 281 | 89.74 | 506 | 176 | 00055 | 0.123] 00344 | 29.93
318,33 | 98,59 | 52.26| 1,88 | 0,0055 | 0,123| 0,0344 | 30,49
Tuca, Paxis | 5,5 | 7647 | 481 | 1,59 | 0,0055 | 0.123| 00344 | 29,08
(TecTyBaHHS)
135 | 55,01 | 49.66| 1,10 | 0,008 | 0,142| 0,0364 | 25,80
Jlaropuu, 156 | 60,10 | 51,33 | 1,16 | 0,008 | 0,142| 0,0364 | 26,61
ITlimmonos3s
(napuammn) | 248 | 8026 | 53,73 | 148 | 0,008 | 0.142| 00364 | 27.58
319 | 9533 | 5446| 1,74 | 0,008 | 0,142| 0,0364 | 27,74
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[Iponossxennst Tabauwi 6

i 9 A LB hlg e @ n Co
3 2 1/3 1/2

ovos /0 | D) | ) | ) M) | (e/m3)] @2/0)

Jlatopuns, 114 | 4992 | 48 | 1,04 | 0,008 | 0,142 00364 | 24,99

ITinmonosssa

(recrypamms)| 177 | 6519 | 53 | 123 | 0,008 | 0,142| 0,0364 | 2742

Onip, 168,5 | 68,14 | 44,58 1,525| 0,006 | 0,13 | 0,035 | 23,76

Ckone 218,5 | 80.82 | 47.31| 1,70 | 0,006 | 0,13 | 0,035 | 2544

(nasuanid) | 3005 [ 1003 | 505 | 1.975] 0.006 | 013 | 0035 | 27.59

Orip,

Ckorie 410 | 116,6 | 53 | 22 | 0,006 | 0,130 0035 | 29,33

(TecTyBaHHS)

Pixa, 178,66 | 75,72 | 58,06| 1,29 | 0,005 | 0,133| 0,0366 | 27.29

Mixrip's 210,33 | 85,14 | 59.93| 1,41 | 0,005 | 0,133| 00366 | 28,16
(HaBuaHHs) 273 | 100,76 62 | 1.62 | 0,005 | 0,133 0,0366 | 29,83
Pika, 242 | 9455 | 61,8 | 1,53 | 0,005 | 0,133] 0,0366 | 29,04

Mixrip's

(recryrams)| 304 | 106,98| 622 | 1,72 | 0,005 | 0,133| 00366 | 30,62
Hopnnit 2055 | 79,32 | 56,25| 1,41 | 0,0075 | 0251| 0,0373 | 26,1
Yepemor,

Bepxopmsa |_227:5 | 8302 | 57.25| 1.45 | 00075 | 0251| 00373 | 26,7
(masuamnsn) | 288 | 96,47 | 60,25 1,59 | 0,0075 | 0,251 0,0373 | 27,25
YopHuit

‘lepemo, 343 | 108,99 63 | 1,73 | 0,0075 | 0251| 0,0373 | 27,65
BepxoBuHa

(TecTyBaHHS)

[TigroroBka Ta 00poOKa IUX JAHUX € KPUTHYHO BAKIUBUMH JJis 3a0€3MeUCHHS
SIKOCTI HaBYaHHs Ta Bamijanii ancamoOneBoi moneni (1)-(9). ®opMmyBaHHS JaHUX
BXOJIB aHCaMOII0 HEHpOHHHX Mepex (X1,Xz,X3), HABYAIBHHX 1 TECTOBHX
npuknanis (xq,x,,V,C,) (x; € {n, A, Sf,B}, x, € {h, R}, x3 =V) nependauaio
noOyI0By 1HQOPMATHBHHX, 3IJIa/DKCHUX, HEMEPEPBHUX, HOPMOBAHHUX MACHBIB
BXIJIHMX JJaHUX 3 BpaXyBaHHIM CTATUCTUYHOT HEBU3HAYCHOCTI (TTOXUOKH, POITYCKH
BUMIpIB TOIIO). 30KpeMa, Ha eTami JOCHTiPKeHHs MpeAMeTHoI obnacti, 300py Ta
aHaNli3y TOJBOBUX [AHUX IMPO XaPAaKTEPUCTUKH JUITHOK PIYOK BUIYYaIUCh 3
pO3TIIsiAy aHOMalbHI i HenmoBHI HaOopu nMaHuWX. Takwil MiAXiA CHpuse TOYHOCTI
nporuo3yBanHs koedimienTa Ille3i, sk 1€ MOKa3aHO 3a pe3ysbTaTaMH JIOC/IKEHb
[31, 32].

4. PeyabTaTH Ta ix aHami3

[IporonytoThess  pe3ynpTaTu  anpoOarfii  po3poOJICHOTO  OOYHCIIOBAIBHOTO
anropuTMy (Tadi1. 7) Ha peaJbHUX TIAPOJIOTIYHMX JaHUX (Tadi1. 6). AHAIII3 BKIIIOYAE
MOPIBHSHHS IPOTHO3IB  aHcaMOneBoi Monenmi 3 (aKTUYHUMH —BHMIPSIHUMH
3HaueHHsIMH koedimienTa Illesi. Jlnsg kinbkicHOI OIiHKM e()EeKTHBHOCTI MOAENi
BUKOPHCTaHI TaKi METPHUKH, K abcomtoTHa noxubka (All; BimHocHa moxubOka, BIT)
Ta xoedimient Hemra-Catkiidda (NSE).
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[Ipomiemypa TecTyBaHHS aHCAMOJII0O HEMPOHHMX MEPEXK IoJIsArana y MOpiBHIHHI
crocTepexyBanux (@, i mporHosoBanux (@, Butpar Boau. Ilpu usomy Q,
BHM3HayYajack 3a gonomororo koedimienta Ilesi Cp,, 06UMCIEHOrO 3a JOMOMOTOKO
aacam6eBoi mozemi (1)-(9) (Tabmn. 7) [1-3, 32]:

Q, = C,A/RS;. (10)

J1a OIiHKM HaBUYOK MPOTHO3YBaHHS aHCaMOJIEBOT MOJIENi BUKOPHCTOBYBABCS
koedinienT epexkruBHOCTI Moaeni Hema-Cartkmidda (NSE) [32, 49]:

Zf:1(Qoi‘Qpi)2

NSE =1 — -
YK 1(Q0i=00)%°

(I
ne Qo; Ta Qp; — CHOCTEPEKYBaHi Ta MPOTHO3HI 3HAYEHHSA BUTPATH BOJM Ha i-i
pingHi pycna piukw, i = 1, ..., k; k — KinbkicTs oTpuMaHuX pe3ynsTatis; Q, —

CEpEeTHE CIIOCTEPSIKYBAHUX 3HAUYCHb BUTPATH BOU. BBaXkatoTh, MOJIEIb 3 OLIBIION0
MIPOTHOCTHUYHOIO 3aTHICTIO Mae 3HadeHHst NSE ommkuae 1o 1.

Tabmuus 7. Pe3ynbTaTu TecTyBaHHS OOYMCIIOBAIBLHOIO alrOPUTMY aHCaMOIIeBOi
HEeHpOHHOT Mepexi

Koedoimient
Pi . . Burpata Boau
1uKa, mopctkocti 1lesi C (/)
IUITHKa pyciia (M"%/c) M Asl/_[ ]?)’/H
Omiuka | Iporros | Buwmipn, | IIporxos, (/) | (%)
Co 3a (7) CZJ Qo Qp
Jlaropuu, 25,04 25,5430 | 114 11631 | 23 | 2,0
ITiamono33s
Jlaropuu, 2737 | 27,5534 | 177 178,18 | 12 | 07
ITigmono33s
Tuca, Paxis 31,46 29,5386 225 211,26 13,7 6,1
Pika, Mixrip'st 29,26 29,5387 242 24429 2.3 0,9
Pika, Mixrip's 30,64 29,5389 304 293,06 10,9 3,6
Yopuuii
Yepemorir, 27,63 27,5535 343 342,07 0,9 0,3
BepxoBuHa
Omip, Ckoue 30,61 29,5392 410 395,72 14,3 3,5

3anporioHoBaHa aHcaMOiieBa MOJIENb JEMOHCTPYE Kpally TOYHICTh Ta
CTaOUIBbHICTD MPOTHO3IB MOPIBHIHO 3 1HJMBIyalbHUMH HEHPOHHUMH MEpEKaAMH,
IO € THUIOBOIO IiepeBaror0 Merony Bagging. 3okpema, y mnoneperHboMy
nociipkeHHl [32] 3a pesynpTaTaMH 3acTOCYBaHHS 1HIMBIIyaldbHOI HEHPOHHOI
Mepexi s oOuucieHHs koedimienT Ille3i Ha OCHOBI MOJNBOBUX JaHUX PO
XapaKTePUCTUKHU TiPChbKUX PivOK mokazaHo, mo NSE = 0,939, BigHOCHI moxuOku
[POTHO30BaHUX 3HAYEHb BUTPATH BOIM () KonuBamuch B Mexax 0,3% + 12,4%.

B npomy nocmimkenHi ans ancam6iro HelipoHHUX Mepek orpumano NSE = 0,991,
BiJIHOCHI TTOXMOKHM OOYMCIIEHUX MTPOTHO31B 3HAXOMAThCS B Mexkax 0,3% + 6,1%.
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Ha namy &nymKy, OTPHMAaHO JOCHTH XOpPOIIl pE3yJbTATH 3aCTOCYBAaHHS
aHcaMOJII0 HEHPOHHUX MEPEK I MPOrHO3yBaHH: KoedimienTa mopcetkocTi [esi,
IO CIOHYKAIOTh 10 MOAAJBIIUX AOCHiIKEeHb. 30KpeMa, MIaHYEThCS MPOBECTH
aHaI3 YyTIIMBOCTI 3alPOTIOHOBAHOTO aHCAMOJI0 HEHPOHHMX MEpe A0 Bapiariiit
BXITHUX TMapaMmeTpiB Ta MJOCHIAUTH HOTO 3HaTHICTh MO Yy3araldbHEHHS Ha
CUHTETUYHHX JaHuUX. TakoX MaeEMO Hamip pO3IJISHYTH BIUIMB KiJbKOCTI
HEWPOHHHUX MEpeX B aHCaMOIl Ta apXiTeKTypH OKPEMHUX MEpeX Ha 3arajbHy
e(DeKTUBHICTb.

5. BUCHOBKH

Pesynpratn mokasyroTh, MO 3alpONOHOBaHA OOYHUCIIOBAIbHA MOJENb  JUIS
MPOTHO3YBaHHsS eMMipuuHOro koedimieHnta rigpasmigynoro omnopy Llesi ams
BIIKpUTHX PYCEN HAa OCHOBI aHCaMOJIEBOTO0 HaBYaHHsS TPHOX HEHPOHHHX MEpPEexK
JI03BOJISIE OTPHMATH MIPOTHO3H 3 JOCTATHHOIO [UIS MTPAKTHKK TOYHICTIO Ta 3MEHIITUTH
MoxXMOKK y MOPIBHSHHI 3 1HAWBIAYAILHOIO MOJEIUII0 HEHPOHHOI Mepexi, sika Oyna
anpo6oBana B [31, 32]. 3okpema, ams rigpoMopdOIOTIYHAX YMOB TIPCHKHX PIdOK
BITHOCHI MOXMOKM MporHo3iB orpumano B Mmexax 0,3% =+ 6,1%, koediumieHT
edpextuBHOCTI Mozeni Hema-Catknidpda = 0,991. Bukopucranus merony Bagging
Ta arperyBaHHs TPOTHO3iB (Ha OCHOBI OOEpHEHOi 3ajadi) 3HAYHO [MiABHIIYE
HaJIMHICT Ta y3arajlbHIOIYY 3JaTHICTh Mojemi. Lle# miaxin € mepCcreKTUBHUM IS
3aCTOCYBaHHS B TiJJpaBIiYHOMY MOJICIIOBaHHI Ta YIPABIiHHI BOMTHUMH PECypCaMH,
30KpeMa, MaTeMaTUYHOMY MOJICIIOBAHHI PIYKOBUX TOTOKIB YIS OIIHKU €PO31HHHUX
MPOIIECiB 1 pycloBUX nedopMariiii, MPOEKTYBaHHS PIYKOBHX Oepero3axmucHUX
CHOpPY/I, MPOTHO3YBaHHS HACIIKIB TABOJKIB i 3aToruieHs [10].

CIIUCOK JUTEPATYPHU / REFERENCES

1. Sturm, T.W. (2001). Open Channel Hydraulics. McGraw-Hill, N.Y., 493 p.

2. Chow, V.T. (1959). Open-channel hydraulics. N.Y., McGraw-Hill, 680 p.

3. French, R.H. (1986). Open-channel hydraulics. N.Y., McGraw-Hill, 705 p.

4. Coon, W.F. (1998). Estimation of roughness coefficients for natural stream channels with
vegetated banks. Prepared in cooperation with the New York State Department of
Transportation, 133 p.

5. De Wrachien, D., Mambretti, S., and Sole, A. (2010). Mathematical models in flood
management: overview and challenges. WIT Trans. on Ecology and the Environment,
Vol. 133. Flood Recovery, Innovation and Response, 61-72; doi:10.2495/FRIAR100061

6. Stefanyshyn, D.V., Korbutiak, V.M., Stefanyshyna-Gavryliuk, Y.D. (2019). Situational
predictive modelling of the flood hazard in the Dniester river valley near the town of Halych.
Environmental safety and natural resources, 1(29), 16-27; doi:10.32347/2411-
4049.2019.1.16-27

7. Ponce, V.M., Taher-shamsi, A., and Shetty, A.V. (2003). Dam-Breach Flood Wave
Propagation Using Dimensionless Parameters. Journal of Hydraulic Engineering, Vol. 129,
Issue 10, 777-782; DOI:10.1061/(ASCE)0733-9429(2003)129:10(777)

8. Wang, Yu., Liang, Q., Kesserwani, G., and Hall, J.W. (2011). A 2D shallow flow model
for practical dam-break simulations. Journal of Hydraulic Research, 49:3, 307-316; DOI:
10.1080/00221686.2011.566248

9. Julien, P.Y. (2002). River Mechanics. Cambridge University Press, UK, 456 p.

10. Khodnevich, Y.V., and Stefanyshyn, D.V. (2014). Mathematical modelling the
conditions of intensification of the riverbed local erosion behind of obstacle that deviates
from the shore downstream. Zeszyty Naukowe Inzynieria Ladowa i Wodna w Ksztattowaniu

ISSN: 2411-4049. Exonoriuna 6e3neka Ta IpHPOJOKOPUCTyBaHHS, BHIL 4 (56), 2025


https://ascelibrary.org/journal/jhend8

~ 171 ~

Srodowiska, Nr 10, Kalisz, 7-18. Available from https://yadda.icm.edu.pl/baztech/element/
bwmetal.element.baztech-journal-2082-6702-zeszyty naukowe inzynieria ladowa i
wodna w_ksztaltowaniu_srodowiska

11. Cao, Z. and Carling, P. A. (2002). Mathematical modelling of alluvial rivers: reality and
myth. Part I: General review. Proc. of the Institution of Civil Engineers Water & Maritime
Engineering, 154, Issue 3, 207-219.

12. Julien, P.Y. (2010). Erosion and sedimentation. Cambridge University Press, 371 p.

13. Two-Dimensional Hydraulic Modeling for Highways in the River Environment. Ref.
Document. (2019). Publ. No. FHWA-HIF-19-061, U.S. Department of Transportation,
FHWA, 301 p. Available from https://portal.ct.gov/-/media/DOT/documents/ddrainage/2-D-
Hydraulic-Modeling-Reference-Document.pdf.

14. Park, 1., Song, Ch.G. (2018). Analysis of two-dimensional flow and pollutant transport
induced by tidal currents in the Han River. Journal of Hydroinformatics, 20 (3): 551-563;
https://doi.org/10.2166/hydro.2017.118.

15. The UN-Water Status Report on the Application of Integrated Approaches to Water
Resources Management. (2012). Nairobi, Kenya, 119 p. Available from
https://www.un.org/waterforlifedecade/ pdf/un_water_status report 2012.pdf

16. Riverine Ecosystem Management. Science for Governing Towards a Sustainable Future.
(2018). Schmutz, S., and Sendzimir, J., Editors. Aquatic Ecology Series. Volume 8. Springer
Open, 562 p.

17. Kasvi, E., Alho, P., Lotsari, E., Wang, Y., Kukko, A., Hyyppd, H., and Hyyppéd, Yu.
(2014). Two-dimensional and three-dimensional computational models in hydrodynamic and
morphodynamic reconstructions of a river bend: sensitivity and functionality. Hydrological
Processes, Pub. online in Wiley Online Library; DOI: 10.1002/hyp.10277

18. Cha Zhang (2012). Ensemble Machine Learning: Methods and Applications. Published
by Springer, 340 p.

19. Gautam Kunapuli (2023). Ensemble Methods for Machine Learning. Published by
Manning, 352 p.

20. Giovanni Seni, John Elder (2010). Ensemble Methods in Data Mining: Improving
Accuracy Through Combining Predictions. Morgan and Claypool Publishers, 126 p.

21. Mohammed, A., and Kora, R. (2023). A comprehensive review on ensemble deep
learning: Opportunities and challenges. Journal of King Saud University — Computer and
Information Sciences, 35, 757-774. https://doi.org/10.1016/j.jksuci.2023.01.014

22. Rokach, L. (2010). Ensemble-based classifiers. Artificial Intelligence Review, 33, 1-39.
https://link.springer.com/article/10.1007/s10462-009-9124-7

23. Rokach, L. (2019). Ensemble Learning: Pattern Classification Using Ensemble Methods.
World Scientific Publishing Company, 300 p.

24. Thomas A. Dorfer (2023). Bagging vs. Boosting: The Power of Ensemble Methods in
Machine Learning. https:/pub.towardsai.net/bagging-vs-boosting-the-power-of-ensemble-
methods-in-machine-learning-6404e33524¢e6

25. Zhi-Hua Zhou (2012). Ensemble Methods: Foundations and Algorithms. Chapman &
Hall/CRC Machine Learning & Pattern Recognition, 236 p.

26. Soft Computing: Recent Advances and Applications in Engineering and Mathematical
Sciences. (2023). Edited by P. Debnath, O. Castillo, and P. Kumam. CRC Press. Taylor &
Francis Group, London, N.Y., 233 p.

27. Bao-fei Feng, Yin-shan Xu, Tao Zhang, Xiao Zhang (2022). Hydrological time series
prediction by extreme learning machine and sparrow search algorithm. Water Supply 22 (3),
3143-3157; https://doi.org/10.2166/ws.2021.419

28. Li, S., & Yang, J. (2023). Improved river water-stage forecasts by ensemble learning.
Engineering with Computers, 39, 3293-3311; DOI: 10.1007/s00366-022-01751-1

29. Zounemat-Kermani, M., Batelaan, O., Fadaee, M., Hinkelmann, R. (2021). Ensemble
machine learning paradigms in hydrology: A review. Journal of Hydrology, Vol. 598;
https://doi.org/10.1016/j.jhydrol.2021.126266

ISSN: 2411-4049. Exonoriuna 6e3neka Ta IpHPOJOKOPUCTyBaHHS, BHIL 4 (56), 2025


https://doi.org/10.1016/j.jksuci.2023.01.014
https://link.springer.com/article/10.1007/s10462-009-9124-7
https://pub.towardsai.net/bagging-vs-boosting-the-power-of-ensemble-methods-in-machine-learning-6404e33524e6
https://pub.towardsai.net/bagging-vs-boosting-the-power-of-ensemble-methods-in-machine-learning-6404e33524e6
https://doi.org/10.2166/ws.2021.419
https://doi.org/10.1016/j.jhydrol.2021.126266

~172 ~

30. Stefanyshyn, D. V., Khodnevich, Y. V., Korbutiak, V. M. (2021). Estimating the Chezy
roughness coefficient as a characteristic of hydraulic resistance to flow in river channels: a
general overview, existing challenges, and ways of their overcoming. Environmental safety
and natural resources, 39 (3), 16—43. https://doi.org/10.32347/2411-4049.2021.3.16-43

31. Yaroslav V. Khodnevych, Dmytro V. Stefanyshyn (2022). Data arrangements to train an
artificial neural network within solving the tasks for calculating the Chezy roughness
coefficient under uncertainty of parameters determining the hydraulic resistance to flow in
river channels. Environmental safety and natural resources, Vol. 42 Ne 2, 59-85.
https://doi.org/10.32347/2411-4049.2022.2.59-85

32. Khodnevych, Y., Stefanyshyn, D., Korbutiak, V. (2023). The Chezy Roughness
Coefficient Computing Using an Artificial Neural Network to Support the Mathematical
Modelling of River Flows. In: Dovgyi, S., Trofymchuk, O., Ustimenko, V., Globa, L. (eds)
Information and Communication Technologies and Sustainable Development. ICT&SD
2022. Lecture Notes in Networks and Systems, vol 809. Springer, Cham.
https://doi.org/10.1007/978-3-031-46880-3 26

33. Yaroslav Khodnevych, Dmytro Stefanyshyn (2023). Do we need a more sophisticated
multilayer artificial neural network to compute roughness coefficient? Environmental safety
and natural resources, Vol. 48 (4), 170—182. https://doi.org/10.32347/2411-4049.2023.4.170-
182

34. Ahmed Fawzy Gad, Fatima Ezzahra Jarmouni (2021). Introduction to Deep Learning and
Neural Networks with Python. A Practical Guide - 2021 Elsevier Inc. 285 p.

35. Brett Slatkin (2019). Effective Python. Addison-Wesly. 469 p.

36. Chollet, F. (2018). Deep Learning with Python. Manning Publications Co., 384 p.

37. George Kyriakides, Konstantinos G. Margaritis (2019). Hands-On Ensemble Learning
with Python. Packt Publishing, 298 p.

38. Muller, A., and Guido, S. (2016). Introduction to Machine Learning with Python.
Published by O’Reilly Media, 378 p.

39. Sebastian Raschka, Vahid Mirjalili (2017). Python Machine Learning. Packt Publishing
Ltd. 622 p.

40. Altman, M. (2020). A holistic approach to empirical analysis: The insignificance of P,
hypothesis testing and statistical significance. In D.H. Bailey, N.S. Borwein, R.P. Brent,
R.S. Burachik, J.H. Osborn, B. Sims, and Q.J. Zhu (Eds.). From Analysis to Visualization:
A Celebration of the Life and Legacy of J.M. Borwein, Callaghan, Australia, September
2017. Springer Verlag. Vol. 313, 233-253; https://doi.org/10.1007/978-3-030-36568-4 16
41. Vyshnevskyi, V. 1., Kosovets, O. O. (2003). Hydrological Characteristics of the Rivers
of Ukraine. Kyiv: Nika-Center, 324 p. (in Ukrainian). [B.I. Bumnescbkuii, O.0. Kocoseup
(2003). T'imponoriuni xapakrepuctuku pivok Ykpaiau. K.: Hika-Lentp, 324 c.].

42. Berthold, M.R., Borgelt, Ch., Héppner. F., and Klawonn, F. (2010). Guide to Intelligent
Data Analysis: How to Intelligently Make Sense of Real Data. London: Springer-Verlag,
407 p.; DOI:10.1007/978-1-84882-260-3

43. De Rocquigny, E. (2012). Modelling Under Risk and Uncertainty: An Introduction to
Statistical, Phenomenological and Computational Methods. Wiley series in probability and
statistics, 484 p.

44. Kochenderfer, M.J. (2015). Decision-making under uncertainty. Theory and Application.
With Ch. Amato, G. Chowdhary, J.P. How, H.J. Davison Reynolds, J.R. Thornton,
P.A. Torres-Carrasquillo, N. Kemal Ure, and J. Vian. Massachusetts Institute of Technology,
The MIT Press, Cambridge, Massachusetts, London, England, 323 p.

45. Trofymchuk, O.M, Bidiuk, P.I., Prosiankina-Zharova, T.I., Terentiev, O.M. (2019).
Decision support systems for modelling, forecasting and risk estimation. Riga: LAP
LAMBERT Academic Publishing, 176 p.

46. Choi, R.Y., Coyner, A.S., Kalpathy-Cramer, J., Chiang, M.F., and Campbell, J.P. (2020).
Introduction to machine learning, neural networks, and deep learning. Trans Vis Sci Tech.,
Special Issue, Vol. 9, No. 2, Article 19:2, https://doi.org/10.1167/tvst.9.2.14

ISSN: 2411-4049. Exonoriuna 6e3neka Ta IpHPOJOKOPUCTyBaHHS, BHIL 4 (56), 2025


https://doi.org/10.32347/2411-4049.2021.3.16-43
https://doi.org/10.1007/978-3-030-36568-4_16
https://doi.org/10.1167/tvst.9.2.14

~ 173 ~

47. Haikin, S. (2008). Neural Networks and Learning Machines (3rd Edition). Prentice Hall,
906 p.

48. Khodnevych, Ya. (2025). Software Implementation of a Computational Algorithm for
Training an Ensemble of Neural Networks to Predict the Chezy Roughness Coefficient.
Available from https://github.com/yakhodnevych/ANNE _approximation C.git

49. Gichamo, T., Nourani, V., Gokg¢ekus, H., Gelete, G. (2024). Ensemble of artificial
intelligence and physically based models for rainfall-runoff modeling in the upper Blue Nile
Basin. Hydrology Research, 55 (10): 976—1000. https://doi.org/10.2166/nh.2024.189

Cmamms Haditiuna 0o pedakyii 03.06.2025 i npuunsma 00 OpyKy Niclis peyeH3V6anHs
22.08.2025

The article was received 03.06.2025 and was accepted after revision 22.08.2025

XoaueBu4 SApocaas BacuiaboBuu

KaHAUOAT TEXHIYHAX HAYK, CTAPIINA HAYKOBHHA CIIBPOOITHUK [HCTUTYTY TeneKOMYHIKAIIIH 1
riobansHOTO iH(pOpMamniiHoro poctropy HAH VYkpainu

Anpeca po6oua: 03186 Ykpaina, m. Kuis, YokomiBcekuii OyibBap, 13

ORCID ID: https://orcid.org/0000-0002-5510-1154 e-mail: ya.v.khodnevych@gmail.com

KopoyTsik Bacuiabr MuxaiijioBuu

KaH/W/IaT TEXHIYHUX HAYK, JOLEHT KadeIpH 3eMJIeyCTPOI0, KalacTpy, MOHITOPUHTY 3eMelb
Ta TreoiHpopMarukn HarioHambHOTO  yHIBEPCHTETY BOIHOTO TOCIOJApcTBAa  Ta
MIPUPOIOKOPUCTYBAHHS

Anpeca podoua: 33028 Ykpaina, m. Pisre, Byn. CobopHa, 11

ORCID ID: https://orcid.org/0000-0002-8273-2306 e-mail: v.m korbutiak@nuwm.edu.ua

ISSN: 2411-4049. Exonoriuna 6e3neka Ta IpHPOJOKOPUCTyBaHHS, BHIL 4 (56), 2025


https://github.com/yakhodnevych/ANNE_approximation_C.git

