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AN EXAMPLE OF THE APPLICATION OF NEURAL NETWORKS
OF A SIMPLE ARCHITECTURE TO UNFOCUSED WELL
ELECTROMETRY PROBES

Abstract. An effective method of finding stable solutions of inverse problems of
electric and induction logging along the well is proposed, which allows avoiding
the influence of the resistance values of the neighboring formations on the
determination of the geoelectrical parameters of the object under study. A highly
efficient method was proposed for solving such an unstable inverse problem. This
method is based on the application of a neural network with inverse error
propagation of a simple architecture. Namely three-layer. The mathematical
statement of the problem is given, both the topology of the neural network and all
its parameters are described in detail. In the course of the numerical experiment,
they were selected as optimal. The process of building a base for training a neural
network is described in detail. Namely, how each of the examples of the learning
base is built by solving a direct problem. With this cut parameter, the training for
each example is chosen arbitrarily, which guarantees a comprehensive range for
training the neural network. The number of examples in the training base is one
hundred thousand examples. As the activation function, the sigmoid is chosen due
to the fact that it is differentiable everywhere. The results of testing the written
program are given. The learning rate was estimated to obtain the required small
error. It is shown that this approach is stably convergent. For testing, the
parameters of the layers of the cut, which are inherent to the geophysical parameters
of the cuts of the Dnipro-Donetsk depression, were chosen. A complex of lateral
logging sounding was chosen as the electrical logging equipment. Four-probe low-
frequency induction logging equipment was chosen as induction logging equipment.
Examples for induction and electrical logging are given separately. The obtained
results are analyzed in detail. Ways of further improvement of the obtained neural
network and its use for other problems of geophysics are given.
Keywords: geophysical exploration of wells, resistivity, oil and gas wells, Shoulder
effect, inverse problem, vertical resolution.
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1. Introduction. The solution of most mathematical inverse problems faces the
problem of stability. Inverse problems of electrometry are no exception [1]. Consider
the problem of establishing the electrical specific resistivity (SR) of a layer of finite
thickness (in the presence of axial symmetry of the problem), which is part of the
layering opened by a vertical well. Fig. 1-4 shows a comparison of the SP and the
measured apparent resistivity (AR) inherent in the conditions of the Dnipro-Donetsk
basin [2]. It is clear that the measurement of the AR, 5(z) at a single point with the
z coordinate (the depth along the axis of the well in the cylindrical coordinate
system) will be affected by the SR values in some vicinity of the measurement point
proportional to the length of the probe.
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It should be noted that the use of NN in the tasks of geophysics and in particular
the geophysical investigation of wells is not new [3, 4]. However, the author is not
aware of the use of such an approach for unfocused probes. A two-layer NN will be
used in the work. Well-known works are devoted to the use of NN of complex
architecture (deep learning) to solve the problem of modeling (prediction) of logging
data (solving a direct problem).

The aim of the work is to create a method that eliminates the influence of
neighboring layers (shoulder effect) on the determination of geoelectrical parameters
of the studied object by using neural networks (NN) of simple architecture.

2. Shoulder effect. For the task of low-frequency induction logging (IL), the
electric specific conductivity (SC) o and the apparent conductivity (AC) & (inverse
of the SR and AR values) are related by the equation:

6(z) = [g(z—2)a(2)dz, (1)

where g is the so-called geometric factor of the probe [5]. The problem of solving
such a Fredholm equation of the first kind of the convolution type is incorrectly
posed according to Hadamard and, accordingly, is unstable [1].
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Fig. 1. Probe 1L1.25. Code of the curves: Fig. 2. Probe EL A2.0MO.5N. Code of
1- given SR, 2 — measured AR, 3 - the curves: 1 — given SR, 2 — measured
recovered SR AR, 3 —recovered SR
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Fig. 3. Probe EL A2.0MO0.5N. Code of the Fig. 4. Probe EL A2.0M0.5N. Code of
curves: 1 — given SR, 2 — measured AR, 3 — the curves: 1 — given SR, 2 — measured
recovered SR AR, 3 —recovered SR

The sought values of SC are determined through the measured values of AC,
which in turn depend on the values of AC at some interval (determined by the form
of function g). Therefore, the determination of the AC value at some point is
influenced by the measurement values at the neighboring ones. This phenomenon is
called "Shoulder effect". The problem of electrical logging (EL) is generally
nonlinear and does not have an integral description of the type of the given equation
(1), but the Shoulder effect is also present in it.

3. Formulation of the problem. A method of finding a stable solution to the
problem of determining the SR based on the data of the measurement of the AR for IL
and EL will be proposed. In both cases, we will look for the value of SR itself (since
SR and AR are related as o = p~1). For both problems (EL and IL), we need to solve
the problem of finding p; at each point z; of some interval if we know:

ﬁzi(pzi—m’ e Pz ""pzi+m)’ (2)

where the coordinate indices are simply the numbers of an ordered set of
measurement points (the measurement along the well is not continuous and is
performed with a discrete step Az). That is, we use an approximation model where
the SR is a piecewise continuous function along the well and within each interval of
thickness Az, the SR values do not change.
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4. Architecture and education of NN. In fact, (2) means that the direct problem
is the search for the mapping of SR values into one AR value. However, we need to
set another mapping (inverted):

ﬁzi_m: ---:.521-: vﬁsz = Pz (©)

We will use this type of connection for learning NN with backpropagation of the
error [6]. We have [1, 7] a reliable tool for calculating mapping (3). That is,
according to known values of AR at some interval (2m + 1) - Az we need to
determine the AR in its center.

For each example, we will model the AR curves for the interval of the well cut
which consists of a sequence of layers the SR of which we set as a constant (within
each layer) but random value for each of them (if the SR of neighboring layers
defined in this way coincide, then we in fact, we have one layer of permanent SR but
twice as thick).

Therefore, the SR value of each of the well cut of the selected interval will change
randomly for each NN training example within the range of SR values of the field in
which the geophysical wells are surveyed (see fig. 3, 4, curve 1).

Thus, we have for each training example of our NN an "interval-measurement
point" correspondence. The construction of NN training examples in this way was
significantly simplified by using our own software for modeling EL and IL.

We will use the sigmoid e"/ex 4 1 Whose values are limited to the interval (0,1)

as the activation function of all neurons of our NN. The choice of sigmoid is due to
the need for continuous differentiability of the activation function for using the
method of backpropagation of the error. Accordingly, taking into account the limited
range of possible sigmoid values before the learning process, we normalize the input
data (AR values) and output data (SR values) for each example.

The following NN parameters were chosen: two-layer, the activation function is
sigmoid, the learning step is 0.5, the number of epochs is fixed and equal to 20,000,
the number of training examples was 100,000 (both for IL and EL problems). The
number of neurons in each layer was chosen separately for IR and EC problems.

5. NN check, results. It should be emphasized that the examples are given for
unfocused probes. This just demonstrates the possibilities of using NN for more
complex tasks. Indeed, joining the complex of geophysical logging focused down
probes of electric logging or induction significantly improve the vertical resolution
of the method as a whole. This stage of the research did not include the assessment
of the possibilities of using NN for solving inverse solutions of focused problems.
To solve such problems, where both unfocused and focused probes are used at the
same time, it was solved at one time, but under the condition that the layers adjacent
to the studied layer have the same resistance and are of semi-unsheared thickness.
War conditions do not allow references to authors from the aggressor country.

As it is generally accepted to check the quality of training of NN, we set the input
data to examples that were not used during training and compare what the NN gives
at the output and what it should have given.

Consider the IL problem. According to the value of the length of the interval
(12.1 m) on which the data for the examples of NM training were calculated and the
size of the recording step (0.1 m), the number of NN input data is 121, the number of
neurons in the first hidden layer is 20, the number of neurons in the second hidden
layer (corresponds to the number of output signals) — 1. That is, synopses connect: the
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input data layer and the first hidden layer and the first and second hidden layers. The
value at the output of the second hidden layer is the value of the NN output signal.

In fig. 1 shows the results for the 11.25 probe [5] (where the number means the
distance between the generating and receiving coils and thus it determines the
vertical resolution of the method). It turned out that for layers with a thickness of
1 meter (less than the length of the probe), the SR according to the proposed method
is set almost perfectly from the point of view of the generally accepted requirements
of well-logging (determining the boundaries of each layer, determining the value of
its SR with an error of no more than 10%). For the EL problem (recording step
0.05 m), the length of the interval on which the data for the NN training examples
was calculated was 10.05 m. Therefore, the number of input signals is 201. The
number of neurons of the first hidden layer was chosen to be 30, and the number of
neurons of the second was 1.

In fig. 2-4 show the results (Fig. 2 for stratification of layers 2.5 m thick; Fig. 3 —
5 m thick; Fig. 4 — 10 m thick) for the known A2MO0.5N probe (the first digit is the
distance between the current electrode and the first measuring electrode, the second
digit is the distance between the measuring electrodes) [7], which is included in the
complex of standard electrometry of wells used in Ukraine [2].

For the layer thickness of 2.5 m, the boundaries of each of them are determined
precisely, but it was not possible to determine the SR even qualitatively. For layer
thicknesses of 5 m and 10 m, the SR is installed almost perfectly according to the
proposed method.

6. Discussion. The results obtained in a similar way for three-layer NN do not
differ significantly from those obtained for two-layer NN except for an increase in
training time.

Thus, knowing the vertical profile of the SR for each probe of the multi-probe
complex, we can also determine its radial SR distribution with an accuracy that
corresponds to the accuracy of the proposed method. Since the use of NN is
essentially a method of approximation, we, having a very diverse base of learning
using random, have created a reliable method of approximation. Since we did not
have examples of unstable solutions in the basis (the solution of the direct problem),
then such a solution (already the inverse problem) turned out to be stable.

The greater accuracy of setting the vertical profile for IL tasks than for EL
problems is a consequence of a more accurate qualitative coincidence of the
measurement curves AR with the SR curves, which must be restored. But the
achieved accuracy of establishing the SR of layers comparable to two lengths of the
probes is more than high.

The choice of examples selected for learning NN is definitely decisive.

7. Conclusions. The possibilities of using NN to solve the problems of increasing
the vertical spatial ability of unfocused probes are demonstrated. It is shown what
vertical resolution can be achieved for such probes using only two-layer neural networks.
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MLJI. Muponuos
IPAKJIAJI BUKOPUCTAHHSA HEUPOHHUX MEPEK ITPOCTOI APXITEKTYPH
JJUIs1 HE COOKYCOBAHUX 30HAIB EJIEKTPUYHOI'O KAPOTAXKY

AHoTanis. 3anpornoHoBaHO €()EKTUBHHUI METOJI 3HAXOKCHHS CTIMKMX pO3B'I3KIB
o0epHEHMX 33/1a4 eJIEKTPUYHOTO Ta IHAYKLIIHOTO KapoTaXXy B3JIOBXK CBEpPJIOBHHH, SKHI
JI03BOJISIE YHUKHYTH BILIMBY 3HAUSHB ONIOPY CYCI/THIX IU1ACTIB HA BU3HAYEHHS I'€0SNIEKTPUIHHX
mapaMeTpiB MOCTIHKyBaHOTO 00'ekTa. [l po3B’si3aHHSA TakOi HECTIHKOI OOCpHEHOI 3amaui
OyJ10 3aIPOTIOHOBAHO BUCOKOC(EKTUBHUI METO/I. Takuii MeTO/] 3aCHOBaHMI Ha 3aCTOCYBaHHI
HEWPOHHOT Mepeki 3 00EpPHEHNM PO3MOBCIOKEHHAM ITOXHOKHU TPOCTOI apXiTeKTypH. A came
TpumapoBoi. J[aHO MaTeMaTH4YHy MOCTaHOBKY 3ajadi, JETaJbHO OIKMCAHO SK TOIOJOTiI0
HEHPOHHOT Mepexi, Tak i BCi 11 mapameTpu. B Xofi 9HCIOBOTO €KCIIEpUMEHTY BOHH OOpaHi
onTHMabHIMHU. JleTaIbHO OICaHO MpoLec o0y 10BY 0a3H AJIst HAaBYaHHS HEHPOHHOT MEpexi.
A came SIK 3a JOTIOMOTOIO PO3B’SI3aHHS MPSAMOI 3a7a4i Oyy€eThCs KOXKEH 3 NMPUKIaLiB 0a3u
HaB4yaHHA. [Ipy 11bOMy mapaMeTpu po3pi3y ATl KOSKHOTO HPHKIIALy HaBUYAHHS OOMPArOThCS
JIOBUIBHUM YHHOM, 1110 FAPaHTY€ BCEOXOILIIOIOYUHIT JIIara3oH JJisl HABYAHHS HEHPOHHOT MEpexi.
KinpkicTs npukianiB B 0a3i HABYaHHS CKJIAJAE CTO TUCSY MpPUKIAAiB. B skocti (yHKmii
akTuBalil oOpaHO cUrMoimy uepe3 Te, IO BOHa Bcroau mudepenuiiioBaHa. Haseneno
pe3yJibTaTy TeCTyBaHHs HanucaHoi nporpamu. OLiHeHa MBUKICTh HABYAHHS JUIsl OTPUMAHHS
HeoOximHOi Masol moxubOku. IlokaszaHo, 10 Takuil minxig € cradinbHO 30DKHHM. [l
TECTyBaHHS OOpaHO MapaMeTpH IUIACTIB PO3pi3y, IO MPUTAMaHHI Teo(i3NIHIM TTapaMeTpam
po3piziB J{HinpoBceKo-/loHelbKol 3anaquHy. B sikocTi anapatypu eIeKTpHYHOTO KapoTaxy
00paHO KOMIUIEKC OOKOBOTO KapOTa)KHOTO 30HIyBaHHS. B sIKOCTI amaparypu iHIyKI[iHHOTO
KapoTaKy 0OpaHO YOTHPH3OHIOBY anaparypy HM3bKOYAaCTOTHOTO 1HAYKHIHHOTO KapoTaxy.
HaBeneHo oxpemo mnpuxiagy Juisi iHAYKIIHHOTO Ta ENEKTPUYHOTO KapoTaxy. JleranbHo
NPOAHANTi30BaHO OTPUMaHi pe3ysibTaTH. HaBeJeHO NUIIXM IOJajbLIOr0 BIOCKOHAJICHHS
OTpHMaHO1 HEHPOHHOT Mepeski Ta BAKOPUCTAHHS 11 IS 1HIINX 33729 Te0(i3uKH.

KurouoBi ciioBa: reodismuHe HOCHiKEHHS CBEPUIOBHH, MUTOMHH Omip, HadTOra3osi
CBEpAJIOBUHH, 00EpHEHA 3a/1a4a, BEpTUKaIbHA PO3/iIbHA 3aTHICTb.

Cmamms naoitiwna 0o pedakyii 05.07.2024 i nputinama 0o OpyKy nicisi peyen3y8anHs
06.09.2024
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JOKTOp (i3MKO-MaTeMaTHYHUX HayK, NPOBIJHMH HAayKOBWi CHiBpoOiTHHK, IHCTHTYT
TeJICKOMYHIKallii 1 riobanbHoro iHpopMmauiiHoro npocropy HAH Ykpainu
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